Multicolor localization microscopy and point-spread-function engineering by deep learning
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Abstract: Deep learning has become an extremely effective tool for image classification and image restoration problems. Here, we apply deep learning to microscopy and demonstrate how neural networks can exploit the chromatic dependence of the point-spread function to classify the colors of single emitters imaged on a grayscale camera. While existing localization microscopy methods for spectral classification require additional optical elements in the emission path, e.g., spectral filters, prisms, or phase masks, our neural net correctly identifies static and mobile emitters with high efficiency using a standard, unmodified single-channel configuration. Furthermore, we show how deep learning can be used to design new phase-modulating elements that, when implemented into the imaging path, result in further improved color differentiation between species, including simultaneously differentiating four species in a single image.
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1. Introduction

Single-particle tracking and super-resolution fluorescence microscopy harness a high signal-to-background ratio to attain nanoscale spatial information exceeding the diffraction limit. Localization-based microscopy techniques: (F)PALM, STORM [1–3], and related methods [4–8], can improve the resolution of an image by an order of magnitude relative to that attained in normal epifluorescence microscopy, routinely attaining 10-40 nm spatial resolution. The key idea of localization microscopy is to find the likely underlying position of an emitter whose emission produces a diffraction-limited spot captured by a camera (e.g. the center of the point-spread function, PSF). It has been shown previously, that in addition to the x-y position, other information can be extracted from the standard PSF as well, such as photophysical properties, emitter depth, orientation, and directionality of motion [9–13].

Of particular importance for biological imaging is real-time, correlative information between multiple species in a sample [14] (e.g. proteins or organelles in cells and tissues). Typically, this is achieved by attaching spectrally-distinctive fluorophores to molecules of interest, thus necessitating multicolor imaging. Using an RGB camera is not practical for low-signal applications where photons are precious, such as single-particle tracking and single-molecule microscopy. The popular approaches for multicolor microscopy either divide the emission spectra between multiple sensors [15,16], or sequentially image one species at a time by switching spectral filters and/or light sources [14]. The former method requires precise registration between the channels [17], while the latter is limited to imaging quasi-static objects and is prone to artifacts caused by non-simultaneous, slower acquisitions, e.g. sample drift, cell growth and migration.

Recently, multicolor localization microscopy by PSF engineering has been demonstrated [18,19]. In this technique, the image that each point source creates on the camera, namely, the PSF, is modified to encode the color of the emitter. In other words – molecules emitting different colors produce images of different shapes. This modification is performed by adding
a spectrally-sensitive, phase-modulating element, e.g., a liquid-crystal spatial light modulator (SLM) to the imaging path which is positioned in a plane conjugate to the back focal plane of the microscope objective [20]. The main advantage of PSF engineering is that it enables truly simultaneous imaging and tracking of multiple, colored emitters with no compromise in the field-of-view (FOV). However, the design of a multicolor PSF that optimally balances between emitter detectability, which requires the PSF to be small, and color classification, which requires the PSF to vary significantly as a function of wavelength, is still an open question.

In recent years, deep learning has been employed with great success in a variety of tasks [21], including designing optical systems [22–24] and interpreting single-molecule data to produce super-resolution images [25–27]. The multi-layer architecture of neural nets allows for extraction of complex features from data, while distilling the desired information from an input. Neural nets are capable of learning to recognize subtle features, even under adverse imaging conditions, making the technique well suited for the problem of species differentiation in localization microscopy where the PSF differs only slightly between different wavelengths.

Here, we present two fundamental contributions by applying deep learning to microscopy. First, we experimentally demonstrate an algorithm for determining an emitter’s color using a standard fluorescence microscope equipped with a grayscale camera with no additional hardware modification (Fig. 1). This is enabled by the fact that the PSF of any optical system is dependent on the wavelength, even without PSF engineering. Second, we develop and experimentally demonstrate an additional neural net that algorithmically generates an optimized, color-encoding PSF using phase modulation, for maximal color-distinguishability when there are several differently-colored emitters present.

Fig. 1. Color classification with neural nets. Patches containing red and green Qdots are extracted from a grayscale image and classified by a neural net. An example of a red emitter classification is depicted.

2. Results

The PSF of any imaging system depends on the emitter’s wavelength, due to diffraction and chromatic aberrations [28]. To test first whether we could discriminate between two types of emitters imaged on a grayscale camera, we prepared a thin sample containing green and red quantum dots (Qdots) with emission peaks at 565 and 705 nm, and imaged it using an epifluorescence microscope (Fig. 2(a)). For each field of view (FOV), three image sets were recorded: first, a grayscale image containing all of the Qdots (Fig. 2(b)); second, an image with a spectral long-pass filter added so that only the red Qdots were visible (Fig. 2(c), red channel); and lastly, a bandpass filter so that only the green Qdots were visible (Fig. 2(c), green channel). The shapes of the average emitters for each colors were found to be slightly different (Fig. 2(e)), and the brightness distributions of the two types of emitters were highly overlapping (Fig. 2(f)); although, the red beads were ~twice as bright on average with 21,130 and 9,520 mean signal photons detected for the red and green Qdots, respectively, and a mean background standard deviation of 6.5 photons per pixel.

Asymmetric 2D-Gaussian fits performed on each ROI were not readily separable by the fit parameters (Fig. 2(g)) however, a 2D t-Distributed Stochastic Neighbor Embedded (t-
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SNE) projection [29] of the pixel values for each emitter-centered ROI suggested that there existed separable differences between the two types of emitters that could be exploited (see Appendix 5.3.1.). Based on this result, we attempted to classify emitters through various algorithms: nearest-neighbor search, matched filters, and a cutoff for emitter intensity and Gaussian-fit shape sizes (Fig. 2(h), Appendix 5.3.2.). These results were compared to that of a deep convolutional neural net trained on twenty FOVs containing ~400 Qdots per field (training details are described in Methods, and illustrations are provided in Appendix 5.1.). The net was used to classify Qdots in six new FOVs (Fig. 2(d), Visualization 1). While the trained net correctly predicted 96.4% ± 1.2% of Qdots (N total = 2491, where the percentage is the weighted mean and the uncertainty is represented by the weighted standard deviation, estimated from six FOVs), other methods tested were unable to perform nearly as well; for instance, an optimized nearest-neighbor algorithm based on the pixel-wise values correctly classified only ~76.7% of the Qdots (Fig. 2(h)).

While classifying two types of emitters using the standard PSF is possible, various other solutions exist for imaging chromatically well-separated emitters, e.g. splitting the imaging channels with a single dichroic mirror or switching filters (for stationary samples). A much more challenging problem is simultaneously imaging more types of emitters, where splitting the imaging channels multiple times is more cumbersome and expensive. With the standard PSF, our initial approach showed significantly-reduced effectiveness relative to the two-color classifier, described in further detail later; therefore, we employed PSF engineering, where a wavelength-dependent aberration is added to help uniquify each color [18,30,31]. Phase-modulating elements, placed in the back focal plane of the objective, can be designed to engineer PSFs (Fig. 3(a)); but how should one design the optimal PSF to both achieve precise localization of emitters and simultaneously classify their color? Previous work on optimal PSF design for single-color 3D imaging used Fisher information as a design metric [32,33], but it is unclear how to take an analogous approach for multiple wavelengths and spatial...
positions. Here, we solve the PSF-design challenge using deep learning – a particularly appealing method in this case, since we can directly optimize emitter detection and color classification at once.

To engineer an optimized PSF for localization and color determination by deep learning, we designed a neural net composed of two parts (Fig. 3(b)). The first portion is a simulator, referred to hereafter as the SLM-optimizer, which generates realistic image data of point sources. These images are fed to the second piece, the Reconstruction net, which outputs the positions and color classifications for detected emitters in the image. The SLM-optimizer and the Reconstruction net both use the difference between the simulated ground truth and the Reconstruction to optimize the SLM voltage mask and the associated Reconstruction-net parameters (See Methods and Visualization 2). Using this approach, we optimized phase masks for 2, 4 and 5-color samples (Appendix 5.2.6.).

Fig. 3. Design of an optimized SLM pattern using neural networks. (a) An SLM imparts a chromatically-dependent phase delay as a function of applied voltage. (b) A schematic depicting the process for creating an optimized phase mask consisting of 1. an SLM optimizer, used to generate the resulting PSFs for a particular SLM voltage pattern, and 2. a reconstruction net, which decodes the generated images. (c) The optimized SLM voltage pattern for color determination by a neural net. (d) The phase delay imparted to 565, 625, 705 and 800 nm light. (e) Simulated PSFs.

The net converged to a novel SLM-voltage pattern (Fig. 3(c)), which imparts distinct phase-delay patterns depending on the wavelength (Fig. 3(d)), yielding different PSFs for each color (Fig. 3(e)). In an experimental sample, the differences in the PSFs between the four types of Qdots are also apparent (Figs. 4(a) and 4(b), & Visualization 3 for 2-color discrimination with the optimized PSF). The net is able to readily classify fields of view with high efficiency (Fig. 4(c)). Tested over patches extracted from five FOVs, the net correctly predicted the color of 96.8% ± 2.1% Qdots ($N_{total} = 365$, where the percentage is the weighted mean and the uncertainty is represented by the weighted standard deviation calculated from the 5 FOVs), improving over the 81.4% ± 5.3% for the normal PSFs recorded in the same ROIs (Fig. 4(d)). The mean signal levels for the four colors were: 3130, 8150, 8180, & 2132 photons for the 565, 605, 705, & 800 QDs, respectively, and the background standard deviation of the time-averaged images used for classification was 3.5 photons per pixel.

While immobile emitters can be readily distinguished by the net, the most useful application for simultaneous multicolor imaging is in time-evolving samples, e.g. particle-tracking experiments.
Unlike static samples, tracking experiments have the added challenge caused by motion blur: the PSF in each frame is convolved with the trajectory within the exposure time. In brief, samples for tracking experiments were prepared by squeezing a 1 μL droplet containing two types of fluorescent, sub-diffraction-sized beads between a coverslip and glass slide (red beads: 645/665 nm absorption/emission; and green beads: 505/515 nm absorption/emission). The sample was then imaged with a 20X Air objective, NA 0.75, producing a quasi-2D diffusion chamber ~4 μm in height, which was similar to the depth-of-field of the imaging system (Fig. 5(a)).

To gather training data for the net, three types of movies were recorded sequentially with a constant and net-determined optimized SLM pattern: images containing both colors of beads (Visualization 4, Appendix 5.6.), as well as red-filtered and green-filtered images, similar to the Qdot experiments. Unlike the immobile Qdot data, the diffusing beads yielded a more time-varying data set that can be treated as many independent measurements of the PSF. The nets were trained using sequential frames of re-centered ROIs around each bead (Fig. 5(b)) obtained in 40 separate movies, totaling 577 red and 973 green beads for the standard PSF and 299 red and 512 green beads for the optimized PSF. In each frame, the mean signal was 17,420 and 18,580 photons for red and green beads, respectively, with a background standard deviation of 37 photons per pixel. Due to the time-varying PSF, multiple frames were simultaneously fed to the net to determine the color. To evaluate the performance, the nets were used to determine the color of 159 beads imaged in 9 movies with the standard and optimized PSF (Fig. 5(c)). In all conditions tested, the optimized PSF outperformed the standard PSF, e.g. using 20 frames to determine the color, the standard/optimized-PSF nets correctly classified 84.3 ± 6.0% and 93.1 ± 4.4%, respectively, and the percentages and uncertainties were computed as described previously.
Fig. 5. Color determination of moving microspheres. (a) Illustration of the diffusion chamber. (b) Schematic of the neural net classifying sequential groups of frames belonging to the same emitter as red or green. (c) The performance of the net as a function of the number of frames used for classification.

Not all beads in the sample were mobile, and the net predicted the identity of static and mobile particles with different, albeit with high efficiencies. Using the standard PSF, 88.7% of the 97 mobile and 76.2% of the 62 static beads were correctly predicted. Using the optimized PSF, 92.8% of the mobile beads and 93.6% of the static particles were correctly predicted.

The neural net significantly outperformed nearest-neighbor analysis for both the standard PSF, and an optimized PSF (open circles, Fig. 5(c)). While a single image alone was not typically sufficient to determine the color, inputting multiple frames for the net enabled more reliable color prediction. As expected, the intentionally-designed, wavelength-dependent PSF enables color prediction from fewer frames.

3. Discussion

Neural networks have been shown to constitute a powerful tool in microscopy posed to replace existing algorithmic approaches [25,34,35]. Here, we have demonstrated not only how deep learning is capable of alleviating the need for physical spectral-filtering components, but importantly can be used to design the optical system itself. This approach resolves a key challenge in PSF engineering, how to best formulate the optimization cost function.

Localization microscopy is particularly well suited for deep learning because emitters form a relatively homogeneous population. This reduces the requirement for enormous sets of diverse training data which is often required for machine learning. Historically, localization microscopy relies on fitting only a few parameters to an image of an emitter (e.g. amplitude, Gaussian widths, astigmatism angle, and background, or for maximum-likelihood-estimation – all of the pixels in the region of interest of the PSF [36]), whereas neural nets rely on orders-of-magnitude more tuned parameters. This flexibility of the network architecture allows it to capture more subtleties in the data. For example, in the Qdot experiment using the standard PSF, the net far outperformed the alternative classification approaches (Fig. 2(h)).

A key feature in the standard PSF is the size-increasing blur incurred by defocus. Since the size of the diffraction limit (which determines the size of the PSF) scales linearly with wavelength, a size-only metric used to determine the identity could easily confuse defocused green emitters with in-focus red emitters. The z-range for correct identification using the standard PSF in an aberration-free, diffraction-limited system is therefore limited to the approximate depth such that the defocused green PSF will be smaller than the in-focus red PSF: ~several hundred nanometers (see Appendix 5.5.1.). In an experimental sample, the problem of defocus is further complicated by the wavelength-dependent focal length of even chromatically corrected objectives which can make the PSFs appear more similar in size (Appendix 5.8.), also observed by Cabriel et al. [28]. Unlike a comparison of the Gaussian-fit size, the net utilizes any differences in the PSFs, and therefore any chromatic aberrations in the optical system can help break the ambiguity between the two shapes. In the experiments
described here, this subtlety was well captured by the net in the Qdot data; however, utilizing the small differences in PSFs is a bigger challenge in low SNR samples, such as in single-molecule localization microscopy in cells. Here, the 3D nature of biological samples makes the single-channel, standard-PSF net determination only applicable to areas of the sample that are thin, and the noise may mask the PSF subtleties used for higher-signal experiments, such as the periphery of cultured cells (See Appendix 5.7.).

To further improve the differentiation between emitter colors, we employed PSF engineering to explicitly encode wavelength-dependent differences into the shape of the image, making it more robust to defocus and other confounding factors (Appendix 5.5.). Importantly, by training the neural net to identify the emitter colors while simultaneously training the SLM-optimizer to find the best PSF-shaping phase mask, the problem of determining the optimal PSF can be simplified to converge on the pattern that optimizes for the result we want: precise localization and color differentiation. Interestingly, for various numbers of colors, the net converged on qualitatively similar phase masks: a smooth mask with a discontinuity (Appendix 5.2.6.).

To compare the output of the net to other solutions (Appendix 5.4.2.), we examined the performance versus several other reasonable PSFs. First, for each PSF, we trained a Reconstruction net to analyze images of simulated emitters at the focal plane and randomly distributed over a 500 nm z-range, and assessed the performance in terms of emitter detection, localization precision, and color differentiation. While the alternative PSFs improved over the standard PSF in these metrics, the net-optimized mask showed more robustness while maintaining high detectability. Interestingly, the optimized PSF showed no degradation of localization precision relative to the standard PSF for the signal & background regime obtained for the Qdot data; however, at low SNRs, the SLM-optimizer converges on a PSF that is similar to the standard one (Appendix 5.5.6.).

To test our method in the regime useful for super-resolution localization microscopy, we evaluated simulated images at different SNRs and densities using the optimized PSF (Appendix 5.5.2. and 5.5.3.). Single-molecule, super-resolution data sets consist of many frames containing unique sets of emitters. To reconstruct a super-resolved image, as many molecules as possible must be localized. Thus, for a given acquisition time, increasing the density of emitters in each image directly translates into a better reconstruction, so long as the emitters can still be localized with high precision [25,37–41]. We simulated overlapping emitters and found that the Reconstruction net performed well up to ~8.9 emitters/μm², which is a medium-to-high density of emitters. To assess the performance with a low SNR, we simulated emitters on a noisy background and measured the localization and color-determination efficiency. With 200 mean background photons per pixel, we found that the net could identify emitter colors even in adverse conditions, but performed best when signal photons exceeded 800.

Data sets consisting of static emitters with low SNR and high density are challenging for the net, but the PSF shapes for each class of emitter are similar. Images containing randomly moving particles, however, can vary significantly due to the stochastic step size in diffusion and associated motion blur that is convolved with the PSF. Surprisingly, the neural net is able to distinguish between two types of fluorescent beads from relatively short trajectories. When using an optimized PSF, the net achieves further improved performance, demonstrating the applicability of our approach for time-evolving samples (Fig. 5(c)).

To optimize discrimination between emitters, we have shown that PSF engineering can be done in coordination with net training to maximize on the strengths of the reconstruction net. Here we have focused on color discrimination, however, PSF engineering could also be used for analyzing any or multiple effectors on the shape of the PSF, e.g. z-position, molecular orientation, movement dynamics, and number of contributing emitters.
4. Methods

4.1. Deep learning

Localization of emitters was performed either using the ImageJ [42] plugin ThunderSTORM [43] or a custom peak-finding algorithm implemented in MATLAB (Mathworks).

The deep neural nets were implemented in MATLAB and several functions of the MatConvNet package [44]. Our setting required two types of nets: one for color determination, and one for simultaneous PSF optimization and color determination with the resulting PSF. Color determination is in fact a conventional classification task. For our color-determination net, we adopted an architecture similar to that proposed by Ledig et al. [45]. Our net contains 9 convolutional layers with an increasing number of channels and a decreasing spatial resolution (implemented by three stride 2 convolutions), followed by two dense (fully-connected) layers. The last layer of the net is a sigmoid layer that operates over a scalar for the two-color determination net and a sigmoid layer that operates over a vector of length four for the four-color determination net. The outputs represent the two/four color probabilities. We used the cross-entropy loss and Adam optimization for training this net [46].

Determining an optimal microscopic PSF through the design of an SLM phase pattern is a unique task that has not been addressed in previous work. Here, our architecture comprised an SLM-optimizer which generates images based on a randomly-placed simulated emitters at given wavelengths in addition to a phase-delay pattern, and a reconstruction net which classifies emitters based on the PSFs induced by the learned SLM. Both components were trained simultaneously to learn to optimize voltages of each of the SLM's pixels and subsequently perform color determination. In neural net terminology, the SLM's voltage mask can be thought of as a nonlinear layer, whose parameters have to be optimized, similar to conventional linear layers.

The SLM-optimizer selects the voltage value for each pixel among 50 possible voltages, similarly to the principle used by Chakrabarti [22]. The induced PSFs are then convolved with simulated point sources and the resulting grayscale image is subsampled and degraded by Poisson noise.

The color reconstruction net contains eight convolutional layers, followed by two deconvolution layers, each doubling the spatial resolution (Appendix 5.1.). It also contains a skip-connection branch with one deconvolution layer that increases the spatial resolution by 4 and bypasses nine of the convolutional layers of the main branch. This is done to alleviate the gradient-vanishing problem [47]. The outputs of both branches enter a last convolutional layer followed by a sigmoid layer. The net's output is a probability map for each pixel of the grayscale image being one of the four colors on a high-resolution grid. The loss is again cross-entropy. Additional details on the net architecture and training are in Appendix 5.1.

4.2. Microscopy

4.2.1. Imaging system

Imaging experiments were performed using a standard inverted microscope (TI Eclipse, Nikon), equipped with an XY Proscan III translational stage and a Nano-Z Piezo stage (both Prior Scientific) and sCMOS camera (95B Prime, Photometrics). The instrument was controlled with Nikon Imaging Software and illuminated with a fiber-coupled laser-light source (iChrome MLE, Toptica). To allow for the placement of additional optics (i.e. the spatial light modulator, PLUTO-VIS, Holoeye, after a linear polarizer, Thorlabs), the imaging path was extended with two, \( f = 15 \) cm lenses (Thorlabs, Fig. 6).

When the SLM is inactive (i.e. turned off), the SLM acts as a mirror, recapitulating the standard PSF behavior of a conventional microscope configuration (Fig. 2(a)). When the SLM is turned on, the PSF is modulated. Experimental results using the standard PSF were
verified in the normal microscope configuration, but for quantitative comparison, the extended system was used for all measurements presented.

4.2.2. Immobile quantum dots

For two-color Qdot experiments (Fig. 2), 565 and 705 nm emission-peak nanoparticles (Life Technology) were diluted in 1% PVA and spin coated onto a 1.5 coverslip slide (Thermofisher) achieving a final density of 0.08/µm² green Qdots, 0.05 red Qdots/µm². Samples were then excited with 405 nm light and imaged through a Nikon 100X NA 1.49 TIRF objective in Epi-illumination mode. The emission light was chromatically filtered with a dichroic and long-pass filter (ZT488rdc & ET500LP, Chroma) to remove background and scattered illumination light. To distinguish the true color of the Qdots recorded with the grayscale camera, an additional 565/70 or 650 LP filter (both Semrock) was inserted in the imaging path. For the matched-filter comparison, the mean PSF was generated by subpixel-shifting each ROI containing a Qdot according to the localized position in a field of view, normalizing each image and taking the average. In the data set, each PSF was then shifted according to its localized position and the correlation with the mean red and green PSFs were compared. In the four-color experiments (Fig. 4), the sample was prepared with 565, 605, 705 and 800 nm Qdots. To obtain the multicolor image, a dichroic mirror was used in combination with a notch filter and long-pass filter (ZT488rdc, ZET405NF & ET500LP, Chroma) and a 2.5 minute acquisition with 50 ms frames was recorded with and without the SLM activated. To attain ground truth images, four bandpass filters were used sequentially for 30 second exposures to identify the individual species, which were then removed for the final image (AT565/30m, AT625/30m, AT705/30m, AT800/40m, all Chroma). Due to blinking, emitters were only analyzed if they appeared in all three data sets (SLM active/inactive, and in one of the four spectrally filtered images).

4.2.3. Diffusing fluorospheres

For the diffusing-bead experiment (Fig. 5), 100 nm green and 200 nm red fluorescently labeled microspheres (Life Technology) were diluted into 40% glycerol in water (v/v). From the mixture 1 µL was then pipetted onto a glass coverslip and pressed onto a glass slide and sealed with clear nail polish. Both surfaces were pretreated with a ~20 mg/mL casein solution to decrease the propensity for sticking of the fluorescent beads to the glass. In most regions of the sample, the beads remained in solution for several hours; however, there were areas of the sample where the passivation layer was flawed and the majority of beads had adhered to the surface. Three fluorescent filters were used in combination with different excitation-laser combinations to image the green, red, and both beads at once. Green-bead images were recorded with a 488 nm excitation and a green filter set (ZT488rdc & ET500lp, EM525/50bp, Chroma); red beads were imaged with a 650 nm laser and a red filter set (ZT650rdc, EM650lp); images of both beads were done using a multi-bandpass filter set (ZT405/588/561/647rpc, ZET405/488/561/647m, Chroma). All imaging was done using a
Nikon 20X air objective, NA 0.75 without the additional 4f extension used in the Qdot experiments.

5. Appendix

5.1. Architecture and hyper parameters of the color determination nets

The architecture and training procedures for the two-color determination nets were all similar, *i.e.* two-color Qdot differentiation, diffusing emitters, and single-molecule blinking experiments (Fig. 7(a)). The four-color classification nets used a slightly modified architecture (Fig. 7(b)).

The first step in training the net is to attain a suitable image library. For the two-color nets, patches containing $(11 \times 11)$ pixels centered on emitters are extracted from the larger image data. A randomly selected fraction of these patches is used in each training iteration unchanged; the remaining patches go through an augmentation process to ensure that the net remains broadly applicable to varying SNR conditions.

For the two-color, immobile Qdot net, the training data was split into two even parts. For the augmented half, the median background gray level of each patch was subtracted and a random background floor level in the range $[400, 800 \text{ photons}]$ was added together with a Poisson noise with a random variance, $\lambda$, in the range of $[16, 64 \text{ photons}]$.

For the moving-emitter net, 20 out of 1000 centered $15 \times 15$ patches were randomly selected for the augmentation. The median background gray level for each patch was subtracted and a random background floor level in the range $[100, 600 \text{ photons}]$ was added together with a Poisson noise with a randomly selected $\lambda$ in the range of $[225, 784 \text{ photons}]$.

Patches were randomly shifted in the horizontal and vertical directions in the range of $[-3, 3 \text{ pixels}]$ and enlarged to a $16 \times 16$ patch by replicating the borders of the smaller patch.

The detailed architecture of the two-color determination net shown in Fig. 7(a) is described in detail below. The first Batch-Normalization (BN) layer in the net is used to normalize the data. Its gains and biases are set to ones and zeros and are not learned parameters.

All the convolutional weights of the net are $3 \times 3$ in size.

A dropout with $p=0.5$ is implemented after each Leaky ReLU layer ($\alpha=0.01$), except for the last one, and $L_2$ regularization is used with $\lambda=10^{-6}$.

The Adam optimizer is used with $\beta_1=0.9$, $\beta_2=0.999$, and $\varepsilon=10^{-8}$ to update the net’s parameters. We use a cross-entropy Loss defined by Eq. (1), where $n$ is the batch image index, $N$ is the batch size, $GT$ is the ground truth (0/1 for a red/green emitter) and $Z$ is the net’s output.
\[ \text{LOSS} = -\frac{1}{10 \cdot N} \sum_{i} \left[ GT \cdot \log(Z + \varepsilon) + (1 - GT) \cdot \log(1 - Z + \varepsilon) \right] \]  

(1)

The nets were trained for various numbers of iterations at decreasing learning rates (Table 1).

**Table 1. Training parameters for the two-color nets**

<table>
<thead>
<tr>
<th>Iterations – Learning rate</th>
<th>Qdots</th>
<th>Mobile-emitters</th>
<th>Single-molecule</th>
</tr>
</thead>
<tbody>
<tr>
<td>28K – 0.0001</td>
<td>32</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>476K – 0.00001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100K – 0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>158K – 0.0001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The architecture and training procedures for the four-color determination nets were similar for the standard PSF and the optimized PSF (Fig. 7(b)). In both, 15×15 pixel\(^2\) patches were extracted from larger images. For the augmented half of both the standard PSF and optimized PSF datasets, the median background gray level of each patch was subtracted and a random background floor level in the range [100, 190 photons] was added together with a Poisson noise with a random variance, \(\lambda\), in the range of [0.5, 10.5 photons]. The patches were then randomly shifted in the horizontal and vertical directions in the range of [-4, 4] pixels and enlarged to 16×16 pixel\(^2\) patches by replicating the borders of the original extracted patches.

All other net parameters and Loss function were identical to those of the two-color net, although the ground truth (GT) is now a vector of size 4, according to the 4 possible colors.

Similar to the two-color nets, the four-color nets were trained in multiple stages with varying iteration numbers and learning rates (Table 2).

**Table 2. Training parameters for the four-color nets**

<table>
<thead>
<tr>
<th>Iterations – Learning rate</th>
<th>Standard PSF</th>
<th>Optimized PSF</th>
</tr>
</thead>
<tbody>
<tr>
<td>38K – 0.001</td>
<td>32</td>
<td>20K – 0.001</td>
</tr>
<tr>
<td>60K – 0.0005</td>
<td>32</td>
<td>100K – 0.0005</td>
</tr>
</tbody>
</table>

When training the net, it is important to consider the possibility that the training data may contain some bias that is conferred to the net i.e., if more patches of one type of emitter are used versus the other, the net may be more likely to predict that color. Using a suitably large training dataset as well as our augmentation process, which further de-homogenizes the data is used to help alleviate such confounding factors.

5.2. **Architecture and hyper parameters of the SLM-optimizer and Reconstruction net**

To find the best voltage pattern for an SLM for neural-net localization & classification, we trained two systems in tandem, an SLM-optimizer and a Reconstruction net. The architecture for the SLM-optimizer and associated Reconstruction net are shown in Fig. 8.
5.2.1. SLM-optimizer

The SLM-optimizer’s purpose is to simulate libraries of experimentally-acquired images of emitters at random positions within a field of view after encountering an SLM with a particular phase pattern (see Figs. 3(b) and 8(a)). The SLM-voltage weights are the only learned parameters. There are $215 \times 215 \times 50$ parameters, where $215 \times 215$ represents simulated area of the back focal plane, and the depth represents all the possible SLM voltages. Note that we only use a subsection $[12, 61 \text{ DU}]$ out of the full possible SLM settable values of $[0, 255 \text{ DU}]$ for improved correspondence between simulation and experiment. These weights are then multiplied by a scalar parameter, $\alpha$, which is slowly increased as iteration number increases, according to Eq. (2), where $t$ is the current iteration number and $\gamma = 2.5 \times 10^{-5}$.

$$\alpha(t) = 1 + \gamma \cdot t^2$$ (2)

The result is passed through a Softmax layer, which normalizes it such that each one of the $215 \times 215$ SLM pixels contains a probability vector for each one of the possible 50 SLM voltages; note that pixels outside the area covered by the BFP do not modify the PSF and are therefore not adjusted by the net during optimization (Visualization 2). The role of $\alpha(t)$ is therefore to make the probabilities sharper as the iteration number increases. Next, an inner product is implemented between each one of the voltage-probability vectors and a vector of the corresponding voltages. This operation chooses one voltage value for each SLM pixel, and the result is a $215 \times 215$ SLM voltage pattern. The SLM pattern is then used for the red and green PSFs channels.
5.2.2. The green-PSF channel

The imparted phase for green radiation ($\lambda = 565$ nm), is obtained from the voltage pattern by using the SLM response curve (Fig. 3(a)). The green PSF is then produced as shown in Eq. (3):

$$PSF_G = \left| \mathcal{F}^{-1} \{ circle_G \cdot e^{i \phi} \} \right|^2$$  \hspace{1cm} (3)

Where $PSF_G$ is the green PSF, $\mathcal{F}^{-1}$ represents the 2D spatial inverse Fourier transform and $circle_G$ is a centered circle. This circle is present due to the ‘cone’ of light rays that are collected by the microscope from an emitter and projected onto its pupil plane and then on the Fourier space of the 4f system. The physical diameter of the circle in the SLM Fourier plane is approximated by Eq. (4):

$$D = 2 \cdot f \cdot \frac{NA}{M}$$  \hspace{1cm} (4)

where $D$ is the diameter of the back focal plane image, $f$ is the focal length of the first lens in the 4f system, $NA$ is the numerical aperture of the objective, and $M$ is the image magnification. For simulations we use a high resolution grid with a 4X reduced pixel size relative to the camera’s pixel size. The Fourier space size in simulation can be obtained by Eq. (5):

$$A_G = \frac{\lambda_G \cdot f}{\text{pixel}_{HR}}$$  \hspace{1cm} (5)

Using all the physical sizes of our optical system, $f = 150$ mm, $NA = 1.49$, $M = 100$, $\lambda_G = 565$ nm (mean wavelength for the green Qdots used in experiments), $\text{pixel}_{HR} = 2.75$ $\mu$m, we can confirm that the circle diameter is 14.5% out of the green SLM space size $\left( \frac{D}{A_G} \right)$, or 31 pixels out of the 215 green SLM size that was chosen arbitrarily in the simulation.

5.2.3. The red-PSF channel

The red PSF is produced similarly to the green as Eq. (6):

$$PSF_R = \left| \mathcal{F}^{-1} \{ circle_R \cdot e^{i \text{Padding}(\phi_R)} \} \right|^2$$  \hspace{1cm} (6)

Using $\lambda_R = 705$ nm (mean wavelength for the red Qdots used in experiments), we can confirm that the circle diameter (which is independent on the wavelength) is 11.6% out of the red SLM space size $\left( \frac{D}{A_R} \right)$, which means that the red SLM space size in the simulation is

$$\frac{31}{0.116} = 267 \text{ pixels.}$$

The padding in (Eq. (6)) is a zero padding operator that resizes the $215 \times 215 \phi_R$ phases to $267 \times 267$. 
5.2.4. The recombined green and red channels

Next, the net produces a high resolution gray image described by Eq. (7), where \( \text{Sources}_R \) & \( \text{Sources}_G \) are the high resolution grid images of the red & green emitters’ locations and ‘\( * \)' denotes convolution.

\[
\text{Gray}_{HR} = \frac{\text{PSF}_R \ast \text{Sources}_R + \text{PSF}_G \ast \text{Sources}_G}{2}
\]  

Eq. (7)

We use in the simulations 30 × 30 detector’s grid patches in which a random number between [5,10] red and green points are located in random positions over the 120 × 120 high-resolution grid. Each point is assigned with a random signal value between [6000, 12000 photons]. In principle, any high-resolution grid size could be chosen at the cost of computation time.

\( \text{Gray}_{LR} \) is obtained by passing \( \text{Gray}_{HR} \) through a binning operation (performed by a 4 × 4 mean pooling layer multiplied by 16) and a convolution with a Gaussian with a standard deviation of 0.5 pixel that simulates a mild optical blur in the optical system. The last stage is obtaining the images by adding a background and contaminating with Poisson noise (Eq. (8)), where the background term is a constant image with a random gray level in the range [144, 676 photons].

\[
\text{Image} = \text{Poisson} \{ \lambda_{\text{Poisson}} \} = \text{Poisson} \{ \text{Gray}_{LR} + \text{background} \}
\]  

Eq. (8)

5.2.5. The Reconstruction net

The reconstruction net architecture is presented in Fig. 8(b). The input to this net is the low resolution 30 × 30 image of generated PSFs. Its purpose is to generate the high resolution 120 × 120 localizations and color determination maps.

The batch size is 16 and the Adam optimization is used with the same parameters as in the color determination net. No regularization is used.

We use a weighted cross-entropy loss defined by Eq. (9), where \( n \) is the batch image index, \( N \) is the batch size, and \( GT \) is the ground truth: a 120 × 120 × 2 image for one batch image.

\[
\text{LOSS} = -\frac{1}{10 \cdot N} \sum_{h,w,d,n} [\text{Mask} \cdot GT \cdot \log(Z + \epsilon) + \text{Mask} \cdot (1 - GT) \cdot \log(1 - Z + \epsilon)]
\]  

Eq. (9)

The first layer is a 120 × 120 grid of red predictions, consisting of 1 or 0 values that denote the existence of an emitter in each pixel, and the second image is the green predictions. \( Z \) is the net’s output, and the sum is over all of its dimensions.

The \( \text{Mask} \) is a 120 × 120 × 2 image consisting of scores. Its purpose is to encourage the net to correctly predict pixels that contain emitters by assigning them a higher score. Producing the \( \text{Mask} \) involves assigning each emitter in the red emitters’ locations image a score of \( \frac{3}{N_{\text{red}}} \), where \( N_{\text{red}} \) is the total number of red emitters, and each emitter in the green emitters’ locations image a score of \( \frac{3}{N_{\text{green}}} \) where \( N_{\text{green}} \) is the total number of green emitters.

Then, the two images are arranged to produce the \( \text{Mask} \). Finally, all the pixels in the \( \text{Mask} \) that are zeros are set to \( \frac{1}{N_{\text{zeros}}} \), where \( N_{\text{zeros}} \) is the total number of zeros in the \( \text{Mask} \). This process provides the net a total score that is 3 times greater when it correctly predicts all the red and all the green emitters instead of correctly predicting all the pixels that don’t contain emitters. Finally, the pixels in the \( \text{Mask} \) that are outside the central 80 × 80 central pixels are set to zero, so emitters near the borders do not contribute to the loss.
The optimized SLM estimation net for 2 colors was trained for 270K iterations with a learning rate of 0.0001 (Fig. 9).

In the two-color problem, the net converges to an SLM-voltage pattern shown in Fig. 9(a), where the two distinctive phase-delay patterns depend on the wavelength (Fig. 9(b)). Experimental PSFs, recorded with Qdots, match the simulations (Figs. 9(c) and 9(d)). The difference in the normalized intensity distributions are observable in the image cross-sections (Fig. 9(e)). To compare the reconstruction net’s performance with the optimized PSF to the standard PSF, we repeated the experiment described in Fig. 2. For each FOV, an additional image was taken with the optimized SLM pattern (when the SLM is inactive, no PSF-modification occurs). The net correctly predicted the color of 99.4% ± 0.5% Qdots (Ntotal = 2195, where the percentage is the weighted mean, and the uncertainty is represented by the weighted standard deviation estimated from six FOVs), improving over the 96.4% for the normal PSF (Fig. 9(f)).

5.2.6. Optimized SLM patterns

Interestingly, the 5-color problem also produced a similar pattern as the 2 and 4 color nets (Fig. 10).

5.3. Separability of emitters

5.3.1. t-distributed stochastic neighbor embedded projections

t-SNE is a useful tool to visualize the separability of data sets into clusters [29]. To determine whether asymmetric 2D-Gaussian fits were indeed separable by some measure, we performed t-SNE analysis on the outputs of our localized values (Fig. 11(a)). While there was no clear separation between red and green Qdot data from the localization data, the analyzed 11 × 11 pixel² ROIs did show clustering via t-SNE analysis over a broad range of parameters for both the standard and optimized PSFs (Figs. 11(b) and 11(c)).
Fig. 11. t-SNE projections showing separability of 2-color Qdot data. Red and green spots represent the colors of the Qdots. (a) Analysis of the asymmetric 2D-Gaussian fit parameters shown in Fig. 2(g). (b) t-SNE projection of $11 \times 11$ pixel$^2$ patches containing red and green Qdot emitters and (c) $11 \times 11$ pixel$^2$ using the optimized PSFs. For both b & c, ten principle components were used; however, a wide range of selected parameter-values similarly showed separability of the two types of Qdots.

5.3.2. Testing other classifiers

In addition to the neural network, we tried classification tools such as a global threshold over emitter’s brightness, K-nearest neighbors (KNN) applied on the 2D astigmatic Gaussian parameters ($\sigma_1$, $\sigma_2$, $\theta$) with 81 neighbors and finally, KNN with 21 neighbors applied on the $11 \times 11$ pixel$^2$ patches themselves (Table 3). In each case, the number of neighbors, $K$, was chosen to maximize classification success. The data is also shown in Fig. 2(h).

Table 3. Results of different classifiers

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Success Results [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural net</td>
<td>96.4</td>
</tr>
<tr>
<td>KNN over patches</td>
<td>76.7</td>
</tr>
<tr>
<td>Threshold over brightness</td>
<td>70.3</td>
</tr>
<tr>
<td>KNN over Gaussian parameters</td>
<td>67.3</td>
</tr>
<tr>
<td>Matched Filter</td>
<td>55.0</td>
</tr>
</tbody>
</table>

5.4. Comparison to other PSFs

The utility of a multicolor, localization-microscopy method hinges on the ability to differentiate colors while maintaining the localizability of emitters. In this section, we first compare the localizability of the standard PSF and the net-optimized PSF on augmented experimental data. Next, we compare the net-optimized PSF to other possible solutions by simulation.

5.4.1. Experimental assessment of localization precision and classification for the optimized and standard PSFs

To assess the localization precision with the standard and net-optimized PSFs, several ROIs from the four-color classification experiment described in Fig. 4 were selected. Each ROI contained a Qdot that fluoresced continuously for nearly the entire duration of the experiment (with and without the SLM activated). Frames where the Qdot blinked off were removed from subsequent analysis. Each ROI was then averaged for 250 frames to generate a matched filter used to localize the position of the emitter in the individual frames. The data set was then augmented with a Poisson-distributed random variable [0,350 photons] to produce various SNR conditions (Fig. 12). The average signal level per frame fluctuated around [6200 photons] for the Qdot shown; however, the general trend is representative of all data analyzed. At low background, the localization precision for both PSFs were similar (in
agreement with simulations described in Appendix 5.4.2.). With worsening SNR, the localization precision of the net-optimized PSF degrades more quickly relative to the standard PSF, as to be expected when the signal is spread out over a larger PSF.

5.4.2. Simulated comparisons between PSFs

To compare the net to other reasonable solutions for multicolor classification, we compared the 2-color optimized PSFs to three other PSFs: the standard PSF, a half-optimized PSF obtained after 900 iterations of the 2-color’s net training, and finally, a 2-color astigmatic PSF. The latter was obtained by generating the directional astigmatic PSFs (using a combination of Zernike vertical astigmatism polynomial and the defocus polynomial at $Z = 140$nm and $Z = -175$nm), and then obtaining a phase for each one of the colors by the Gerchberg-Saxton phase retrieval algorithm. Finally, a voltage mask is obtained by solving a LS problem [18]. The four 2-colors PSFs are presented in Fig. 13. We also compared performance of the 4-color optimized PSFs (Fig. 3(e)) and standard PSFs.

To compare the performance between PSFs, we defined several evaluation metrics: detection, color-determination, false alarms, and localization precision:

**The detection metric:** percentage of detected emitters within 69 nm of their true position, even if the color determination was wrong.

**The detection and color-determination metric:** percentage of detected emitters within 69 nm of their true position whose subsequent color-determination is also correct.

**False alarms:** average number of emitter detections incurred per pixel, calculated from pixels containing no emitters.

**Localization precision:** averaged distance between a detected emitter and the true position, calculated over all detected emitters.

For the 2-color simulation [5–10], emitters of each color were generated with [5-10K] signal photons and an added background [144, 676]. For the 4-color simulation, [30-60K] signal photons were used, and FOVs contained 1-2 emitters of each color (4-8 total) with randomly added background in the range [144,676].
The results are presented in Table 4. The optimized PSFs achieved the highest performance. The localization precisions for the standard and optimized PSFs were similar at this SNR; however, in cases where the emitters overlapped, the optimized PSF shows superior performance because the net is better able to discriminate and localize the two emitters simultaneously.

Table 4. Comparison of PSFs in focus

<table>
<thead>
<tr>
<th></th>
<th>2-color PSFs</th>
<th>4-color PSFs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimized</td>
<td>Standard</td>
</tr>
<tr>
<td>Detection [%]</td>
<td>99.9</td>
<td>99.9</td>
</tr>
<tr>
<td>Detection &amp; Discrimination [%]</td>
<td>99.7</td>
<td>98.1</td>
</tr>
<tr>
<td>False Alarms [%]</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Localization [nm]</td>
<td>4.9</td>
<td>5.5</td>
</tr>
</tbody>
</table>

5.5. Simulation-based evaluation of the net under various conditions

5.5.1. Testing z-range
To assess the performance under varying focus-position, a graph of the PSF width vs. focal position was obtained for the 4-color standard PSFs (Fig. 14). It can be seen that up to ~250 nm change in the focal position, the 4 colors maintain their size order and are thus distinguishable.

Fig. 14. Simulated size of the PSF with defocus.

We repeated the test described earlier for simulated emitters, but allowed emitters to appear over a 500 nm z-range for the same 2 and 4-color PSFs. The same nets used in the planar case were used to classify the emitter colors without any retraining. In both the 2 and 4-color cases, the optimized masks performed best (Table 5). Note that as the z-positions increase, the net classification of the astigmatic PSF becomes problematic since the encoded defocus used for classification will become ambiguous with the z-position.

Table 5. Comparison of PSFs over a 500 nm z-range

<table>
<thead>
<tr>
<th></th>
<th>2-color PSFs</th>
<th>4-color PSFs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optimized</td>
<td>Standard</td>
</tr>
<tr>
<td>Detection [%]</td>
<td>99.8</td>
<td>99.8</td>
</tr>
<tr>
<td>Detection &amp; Discrimination [%]</td>
<td>99.7</td>
<td>97.5</td>
</tr>
<tr>
<td>False Alarms [%]</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td>Localization [nm]</td>
<td>6.9</td>
<td>7.7</td>
</tr>
</tbody>
</table>
5.5.2. Testing emitter densities

To assess the net’s performance in a variety of experimental-like conditions, images were simulated with various emitter densities and SNRs (Fig. 15). For these simulations, we fix the optimized SLM pattern in the optimized SLM estimation net generated for the two-color sample and only update the reconstruction net’s weights. The reconstruction net is trained with a random number of red and green emitters between [2,20] so that the total number of emitters is between [4,40] in each 2.2 × 2.2 μm² FOV (20 × 20 pixels). We also assign random signal values for red and green emitters in the range [12000, 24000 photons]. All other net’s parameters are the same as in section 2. We initialize the reconstruction net weights to the weights learnt in section 2 and train for 100K iterations with a training rate of 0.00005.

For testing, at each emitter density, 100 simulated images are generated with a random number of red and green emitters (the total number of emitters corresponds with that density). Next, the reconstruction net is used in order to generate localization and color determination maps. Finally, we perform a post processing which leaves in those maps only the pixels that are local maxima, threshold the result at 0.985, calculate the Detection, Detection & Determination, False Alarms and Localization precision measures and average them over the 100 examples.

An example region with 8.9 [emitters/μm²] density (43 emitters in a 2.2 × 2.2 μm² sample region, which correspond to a 20 × 20 pixel² ROI area on the detector) is shown in Fig. 15(b).

In a real experiment, the imaging system contains aberrations that may make a net trained on simulated data unsuitable (e.g. chromatic-dependent focus, Appendix 5.8.), necessitating the use of experimentally acquired images for training. Problematically, the ground truth is unobtainable at high emitter densities, where traditional methods fail. It is possible, however, to attain a high SNR data sets of sparse, bright emitters over many frames that can be localized and classified, then combine the images and augment an appropriate level of background noise as was shown previously [25].

5.5.3. Testing emitter SNRs

For each signal level, 100 images were generated with a Poisson-distributed background of mean 200 photons. One red emitter and one green emitter are placed in each image. The reconstruction net is used in order to determine the localization and color of identified emitters in the FOV. An example is shown in Fig. 15(d).
5.5.4. Evaluating net’s performance over emitter-wavelengths proximity

Using simulations, we determined the net’s ability to distinguish emitters of various wavelength differences (Fig. 16). First, we trained three different nets with similar parameters to those we used so far, for three wavelength proximities:

\[
\Delta \lambda_1 = 5 \text{ nm} \quad (\lambda_1 = 565 \text{ nm}, \lambda_2 = 570 \text{ nm})
\]
\[
\Delta \lambda_2 = 40 \text{ nm} \quad (\lambda_1 = 565 \text{ nm}, \lambda_2 = 605 \text{ nm})
\]
\[
\Delta \lambda_3 = 140 \text{ nm} \quad (\lambda_1 = 565 \text{ nm}, \lambda_2 = 705 \text{ nm})
\]

We also trained the reconstruction net with a constant SLM (no pattern) for emitters with the same proximities. For each simulation, we evaluated the average over 16K randomly generated images using the protocol described previously.

Fig. 16. Evaluating performance over emitters’ wavelengths proximity. (a) Detection performance. (b) Detection & determination performance.

5.5.5. Evaluating net’s performance over different number of emitters’ colors

To determine the number of spectrally distinct emitter types, \( N_{\text{types}} \), that could be simultaneously identified using an optimized SLM pattern (Fig. 17), we applied the following modifications to the SLM-optimizer described earlier: The SLM voltage is split into \( N_{\text{types}} \) color channels, each one of them generates one color PSF. The image is then obtained by Eq. (10):

\[
g_{\text{gray}_{HR}} = \sum_{n=1}^{N_{\text{types}}} \frac{1}{N_{\text{types}}} \cdot \text{PSF}_1 \ast \text{Sources}_1
\]
In the reconstruction net, the weight of the last convolutional layer consists of $N_{\text{types}}$ filters, which means that the net's output has the size of $120 \times 120 \times N_{\text{types}}$, where $GT$ and $Mask$ are of the same size.

We used $N_{\text{types}} = 2, 4, 5$. One or two emitters per color are simulated per image. The 2 color net was described previously. The 4 and 5 channels nets are assigned a random signal value between [30K, 60K photons] and the colors are [545 nm, 585 nm, 625 nm, 705 nm] for the 4 channels net and [545 nm, 585 nm, 625 nm, 655 nm, 705 nm] for the 5 channels net, corresponding to commercially available Qdots (Invitrogen). All the other parameters are the same as described previously. The 4-channel net was trained for 50K iterations with a learning rate of 0.0001 and a batch size of 8, and for 40K more iterations with a learning rate of 0.00005 and a batch size of 16. The 5-channel net was trained for 65K iterations with a learning rate of 0.0001 and a batch size of 8, and for 25K more iterations with a learning rate of 0.00005 and a batch size of 16. The performance was evaluated with 16K randomly generated images. In the 2 channel case, emitters were assigned a random signal between [18K, 36K photons].

The result of the four color determination experiment using the optimized PSF is presented in Fig. 4. The optimized SLM pattern was generated by simulation with the next parameters:

$f = 150$ mm, $N.A = 1.49$, $M = 100$, $\text{pixel}_{\text{HR}} = 2.75$ μm.

$\lambda_1 = 565$ nm: circle diameter is 14.5% out of the SLM space size, or 31 pixels out of the 215 pixels SLM size that was chosen arbitrarily in the simulation.

$\lambda_2 = 605$ nm: circle diameter is 13% out of the SLM space size, SLM space size in the simulation is therefore 237 pixels, so zero padding from 215 x 215 to 237 x 237 is required.

$\lambda_3 = 705$ nm: circle diameter is 11.5% out of the SLM space size, SLM space size in the simulation is therefore 269 pixels, so zero padding from 215 x 215 to 269 x 269 is required.

$\lambda_4 = 800$ nm: circle diameter is 10.1% out of the SLM space size, SLM space size in the simulation is therefore 305 pixels, so zero padding from 215 x 215 to 305 x 305 is required.

We use in the simulation 30 x 30 detector's grid patches in which a random number between [1,2] emitters from each one of the four colors are located in random positions over the 120 x 120 high resolution grid. Each point is assigned with a random signal value between [15K, 30K photons]. The background term in the Poisson noise is a constant image with a random gray level in the range [144, 676].

The optimized-SLM estimation net was trained for 155K iterations with a learning rate of 0.0001.

![Graphs](image)

Fig. 17. Evaluating performance over different numbers of colors. (a) Detection performance. (b) Color determination performance. (c) False alarms. (d) Localization performance.

5.5.6. Evaluating performance at extremely-low SNR conditions

In cases when the SNR is very low, the optimized SLM voltage mask only changes the PSF slightly from the normal one (Fig. 18), exhibiting mostly a linear phase ramp resulting in a
non-informative lateral shift, along with a slight non-linear phase pattern. To find the voltage pattern, we simulated 5-10 emitters of each color in a 20 × 20 pixel² FOV, assigning each emitter fed to the physical net with a random signal value between [2400, 4800 photons] (40% of the signal values used in Fig. 9), and added a background term in the range [144, 676 photons].

After training the net for 150K iterations, the received measures are: detection 99%, detection & determination 94.1%, false alarms 0.09% and localization precision 13.5 nm.

5.6. Tracking experiments

For tracking experiments, samples were prepared between a glass slide and coverslip, and imaged with the same 4f-imaging system designed for the quantum dot experiments, except that the high-magnification, high NA objective was replaced with a 20X, 0.75 NA lens. This enabled a larger depth of field to accommodate z-movement. One result of the change in objective is a larger back focal plane in our relay system (~1.13 cm in diameter, Eq. (4), extending past the size of the liquid crystal SLM in our setup. Despite this constraint, the net converges on an applicable pattern, demonstrating the flexibility of our approach (Fig. 19).

To determine if there was an appreciable systematic error caused by using the net-modified PSF, we analyzed the mean squared displacement (MSD) curves obtained for 14 mobile beads, each consisting of 1000 frames (7 red and 7 green). Each trajectory was divided into 10 equal-length segments, and a first order polynomial was fit to the first 5 time lags. For each bead, we performed a two-sample t-test to see if the extracted diffusion coefficients measured with the mask on and off had the same mean. We found there to be no statistically significant change in the measured diffusion coefficient for any beads evaluated ($P_{avg} = 0.95$, where 0.05 represents a rejection of the null hypothesis), or by other criteria considered, including alternative significance tests (e.g. Kolmogorov-Smirnov test) and various maximum time lags used for the MSD curves. The mean and standard deviation of the diffusion coefficients were measured to be $0.45 \pm 0.10$ and $0.27 \pm 0.10 \mu m^2/s$ for the green
and red beads, respectively. The localization precision, which is proportional to the MSD curve offset, did indicate that there was some degradation in the localizability, however. For moving red beads, the calculated precision was 42 nm and 44 nm for the standard and optimized PSFs, respectively; and for green beads the precision was determined to be 42 and 45 nm, with the standard and optimized PSFs, respectively. Analysis of localized static beads stuck to the chamber confirmed a similar change in the precision when using the optimized mask.

5.7. Single-molecule localization microscopy

The performance of the color-identification net depends on the factors described in previous sections. For single-molecule localization microscopy (SMLM), the limited number of useful emitters and limited SNR poses a challenge. To quantitatively assess the applicability of our method to multicolor SMLM, we generated movies of simulated blinking emitters using the Test-STORM toolbox [48] with a known ground truth. In simulations, two fluorophores were simulated: Alexa 647 and Alexa 565 (Figs. 20(a) and (b)). All parameters used for simulations were the defaults of the program, except that for our analysis, two separate movies were combined so that the background was doubled so that the mean background and variance was 400. The reconstruction net was trained using 9915 red and 45215 green emitters over 80K iterations with a learning rate of 0.0001 and batch size 16.

For quantifying the performance, an image was generated to contain spatially-separated fluorophores (Figs. 20(c) and 20(d)). The reconstruction net scores each localization [0,1], which is then used to classify the localizations (Fig. 20(e)). The threshold to classify red and green emitters is a tunable parameter that should be weighted such that the misclassification rate is roughly even. Using a threshold of 0.95, the spatially separated localizations were used to quantify the correct classification rate. For red emitters it was 91% and for green it is 86% (Fig. 20(f)). This threshold was then used for a more qualitative evaluation on the remaining test data sets. Various overlapping structures were simulated (Fig. 20(g)). In the histogram, each pixel was colored given a red and green intensity based on the number of localizations of each red/green classified emitter (Fig. 20(h)).

In biological samples, structures can be more heterogeneous. To test the applicability of our method, we examined fluorescently-labeled HeLa cells. Cells were cultured on glass coverslips, fixed with 4% paraformaldehyde, and then the microtubules and mitochondria were fluorescently labeled with Alexa-647 and Alexa-555 via α-tubulin and TOMM20-binding antibodies (ab190573, ab214409, both Abcam) (Fig. 20). Immediately before image acquisition, the sample media was replaced with imaging buffer for blinking single molecules as described previously [18]. For Alexa-647, the median signal observed was 5920 photons and for Alexa-555, 6820 photons were measured, where the background standard deviation was 29 photons per pixel. Net training was done using regions of the image containing only one species, as identified by diffraction-limited images, or in single-antibody labeled samples. Only molecules with a peak intensity 8X the standard deviation of the background were used for training. A super-resolved image is reconstructed by creating a Gaussian-blurred-2D histogram of the localized positions (Fig. 20(b)), where each bin was colored using the net’s classification score of nearby emitters (Fig. 20(c)). Beyond the successful color-determination in the zoomed-in region of Fig. 20(c), the current limitations of our method are also visible. In highly-challenging conditions (e.g. the top part of the cell Figs. 20(g) and 20(h)), the color-differentiation did not match the diffraction-limited image. This may be due to higher emitter-density, increased sample thickness, and non-uniform conditions across the FOV.
5.8. Microscope characterization

While the diffraction limit depends linearly on wavelength (Fig. 14), experimentally, the shape of the average PSF observed for 565 and 705 nm Qdots was surprisingly similar (Figs. 2(e) and 2(g)). Nonetheless, the net was able to distinguish the two types of emitters (Fig. 2(h)). The likely source of the size-similarity is the imperfect chromatic-correction present in Apo objectives that causes a focal shift between different colors (Fig. 21), as has been observed by others as well [28].

Fig. 21. Chromatic focal shift for a Nikon Apo TIRF 100x/1.49 Oil objective. (a) Focal position versus Gaussian-fit size parameter, sigma. Image data for both Qdots was acquired simultaneously before identifying the color of objects in the FOV by adding a bandpass filter to the image path. (b-e) Intensity-normalized image data showing the standard PSF at two different focal positions for two Qdot emitters.
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