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Abstract—Face images captured in unconstrained environments usually contain significant pose variation, which dramatically degrades the performance of algorithms designed to recognize frontal faces. This paper proposes a novel face identification framework capable of handling the full range of pose variations within ±90° of yaw. The proposed framework first transforms the original pose-invariant face recognition problem into a partial frontal face recognition problem. A robust patch-based face representation scheme is then developed to represent the synthesized partial frontal faces. For each patch, a transformation dictionary is learnt under the proposed multi-task learning scheme. The transformation dictionary transforms the features of different poses into a discriminative subspace. Finally, face matching is performed at patch level rather than at the holistic level. Extensive and systematic experimentation on FERET, CMU-PIE, and Multi-PIE databases shows that the proposed method consistently outperforms single-task-based baselines as well as state-of-the-art methods for the pose problem. We further extend the proposed algorithm for the unconstrained face verification problem and achieve top-level performance on the challenging LFW data set.

Index Terms—Pose-invariant face recognition, partial face recognition, multi-task learning.

I. INTRODUCTION

FACE recognition has been one of the most active research topics in computer vision for more than three decades. With years of effort, promising results have been achieved for automatic face recognition, in both controlled [1] and uncontrolled environments [2], [3]. However, face recognition remains significantly affected by the wide variations of pose, illumination, and expression often encountered in real-world images. The pose problem in particular is still largely unsolved, as argued in a recent work [4]. In this paper, we mainly handle the identification problem of matching an arbitrary pose probe face with frontal gallery faces, which is the most common setting for both the research and application of pose-invariant face recognition (PIFR) [4]–[8]. At the end of the paper, we briefly extend the proposed approach to solve the unconstrained face verification problem [9].

Pose variation induces dramatic appearance change in the face image. Essentially, this is caused by the complex 3D geometrical structure of the human head. As shown in Fig. 1, the rigid rotation of the head results in self-occlusion, which means that some facial texture will be invisible with variations in pose. Even the shape and position in the image of visible facial texture vary nonlinearly from pose to pose. The pose problem is also usually combined with other factors, such as variations in illumination and expression, to affect the appearance of face images. In consequence, the extent of appearance change caused by pose variation is usually greater than that caused by differences in identity, and the performance of frontal face recognition algorithms degrades dramatically when the images to be matched feature different poses.

Directly matching faces in different poses is difficult. One intuitive solution is to conduct face synthesis so that the two facial images can be compared in the same pose. Most approaches following this idea are dedicated to recovering complete frontal faces from non-frontal faces [4], [8], [10]–[12]. However, synthesizing the entire frontal face from profile faces is difficult since most facial texture is invisible as a result of occlusion. Therefore, the aforementioned methods tend to constrain their recognition ability within ±45° of yaw variation.

Inspired by the observation that human beings can easily recognize profile faces without the need to elaborately recover the whole frontal face, we present a novel face representation approach that makes full use of just the facial texture that is occlusion-free. This representation approach is general in
Experimental results are presented in Section VI, leading to conclusions in Section VII.

II. RELATED STUDIES

A. Pose-Invariant Face Recognition

Many promising approaches have been proposed to tackle the pose challenge in face recognition [15]. These methods can be broadly classified into two categories: face image synthesis-based methods and synthesis-free methods.

Most previous works rely on face image synthesis. Face image synthesis can be accomplished with 2D or 3D techniques. Using 2D techniques, Ashraf et al. [16] learnt patch-wise warps between two images with the Lucas-Kanade optimization algorithm. Chai et al. [11] proposed the locally linear regression method for frontal face synthesis. Li et al. [17] proved that more accurate face synthesis can be achieved by imposing lasso or ridge regularization on the regression function. Ho et al. [8] proposed synthesizing the virtual frontal view using Markov Random Fields and a variant of belief propagation algorithm. Li et al. [18] proposed the Morphable Displacement Field method for frontal face synthesis and achieved pixel-level semantic correspondence between a face pair. Other 2D face synthesis methods can be found in related facial analysis topics, e.g., face hallucination [19], [20]. Methods based on 3D face models have also been introduced because pose variation is essentially caused by the 3D rigid transformation of the face. Blanz et al. [5] developed the 3D Morphable Model (3DMM) which can be used to fit a 2D face image in arbitrary poses. Face recognition can be conducted by rendering a specified view with the 3D model or directly matching the 3DMM against a database. Methods based on 3D face models can be broadly classified into two categories: face image synthesis-based methods and synthesis-free methods.

B. Feature Transformation Learning

Feature transformation enhances recognition ability by transforming the features from the gallery and probe images to a common discriminative subspace. Based on this intuition, we propose a learning method called Multi-Task Feature Transformation Learning (MtFTL). By considering the correlation between the transformation matrices for different poses, MtFTL consistently achieves better performance than its single-task based counterparts. Its advantage is particularly evident when the size of training data is limited. The transformation matrices learnt by MtFTL are highly compact as a result of sharing most projection vectors across poses, which additionally reduces memory cost.

We term the entire proposed framework for tackling the pose problem PBPR-MtFTL. Under this framework, matching an arbitrary pose probe face and frontal gallery faces involves transformation of the extracted PBPR representation using the learnt MtFTL transformation dictionaries, followed by patch-level cosine distance computation and score fusion, as illustrated in Fig. 2. Extensive experiments on FERET, CMU-PIE, and Multi-PIE datasets indicate that superior performance is consistently achieved with PBPR-MtFTL.

The remainder of the paper is organized as follows: Section II briefly reviews related works for PIFR and multi-task learning. The proposed PBPR face representation scheme is illustrated in Section III. The multi-task feature transformation learning approach MtFTL is described in Section IV. Face matching using PBPR-MtFTL is introduced in Section V.
Generalized Multiview Analysis [28]. Recently, Kan et al. [29] propose an efficient algorithm that simultaneously learns pose-specific transformations to a common discriminative space. This approach enables convenient matching between two faces with arbitrary poses. Other methods to learn robust representations or feature transformations can be found in related areas, e.g., scene classification [30] and image denoising [31].

The two categories of methods described above are closely related. For example, it is shown in [12] and [23] that pose-invariant features can be utilized for frontal-face reconstruction. It is also demonstrated that the coefficients of regression models for face synthesis [4], [5], [11], [17] can be regarded as pose-insensitive features for face matching. Our work is related to both categories, and there is clear novelty: First, the proposed PBPR method represents arbitrary pose face images from the perspective of partial face recognition. Second, the MtFTL approach learns compact feature transformation for various poses based on the principle of multi-task learning, which is novel for PIFR. Third, the PBPR-MtFTL framework continuously tackles the full range of pose variations from $-90^\circ$ to $+90^\circ$ of yaw and obtains strong performance. In comparison, the recognition ability of existing methods is typically restricted to a range of $\pm45^\circ$ of yaw [4], [32].

B. Multi-Task Learning

Multi-task learning (MTL) is a machine learning technique that learns several tasks simultaneously for better performance by capturing the intrinsic correlation between different tasks. MTL implicitly increases the sample size and improves the generalization ability for each task; hence, it is especially beneficial when the training data for the tasks is small.

While MTL has been widely applied to computer vision tasks, e.g., visual tracking [33], action recognition [34]–[36], and face recognition [37], [38], it is new for PIFR. Existing approaches for PIFR ignore the correlation between the feature transformations of different poses [26], [28]. To the best of our knowledge, MTL for PIFR is only briefly mentioned in [39] but no detailed information is provided, and multi-view reconstruction is targeted rather than feature transformation learning. Nevertheless, MTL provides a principled way for us to model the correlation between poses if we view the learning of feature transformation for each pose as a task. MtFTL is arguably the first MTL approach that jointly learns feature transformations for different poses and is shown to profit from the latent inter-pose correlations.

III. FACE REPRESENTATION FOR THE POSE PROBLEM

Existing face representation methods tend to extract fixed-length features from face images, with the underlying assumption that all facial components are visible in the image [13]. However, as shown in Fig. 2, this hypothesis does not hold for a profile face where there is severe self-occlusion. In this section, we propose the flexible PBPR face representation scheme, where the length of face representation is related to the pose of the face; for example, a frontal face image will have larger face representation than a profile face image. This is reasonable, since the profile face provides less information for recognition. As shown in Fig. 3, PBPR is essentially composed of three steps: face pose normalization, unoccluded facial texture detection, and patch-wise feature extraction. In this section, we describe the three main components in detail.

A. Face Pose Normalization

A standard 3D method is adopted for face pose normalization [22]. The five most stable facial feature points, i.e., the centers of both eyes, the tip of the nose, and the two mouth corners, are first detected automatically or manually. For profile faces (as shown in Fig. 2), the coordinates of the occluded facial feature points are estimated. Using the orthographic projection model [40] and the detected five facial feature points, a 3D generic shape model is aligned to the 2D face image. The 2D face image is then back-projected to the 3D model, and a frontal face image is rendered with the textured 3D model.

Previous works rely on dense facial feature points, e.g., 68 points in [22] and 79 points in [4], for accurate pose normalization. However, detecting dense facial feature points for profile faces is difficult due to the severe self-occlusion of the face, which in turn restricts the range of poses that these methods can handle. In stead, only the five most stable facial feature points are utilized for pose normalization in this paper. This greatly facilitates the realization of a fully automatic face recognition system and extends the range of poses that can be processed. Although using sparse facial feature points will result in larger normalization error, we highlight the
power of the proposed PBPR-MtFTL framework given its low normalization requirements.

B. Unoccluded Facial Texture Detection

Pose normalization corrects the deformation of facial texture resulting from pose variations, but it cannot recover the texture lost by occlusion. Rather than trying to synthesize the occluded texture to obtain a complete frontal face [4], we propose to make full use of the unoccluded texture only. This is inspired by the observation that human beings can easily recognize profile faces without the need to recover the whole frontal face. As shown in Fig. 3, the main boundary between the occluded and unoccluded facial texture is the facial contour. Therefore, facial contour detection is the key to identifying the occluded facial texture.

Although there are off-the-shelf face alignment tools for facial contour detection, they return only sparse facial contour points and may not be reliable enough to severe occlusion, expression, and pose variations. We propose a much simpler but effective method that makes use of the 3D generic shape model. After aligning the 3D model and the 2D face image, it can be projected to the 2D image plane roughly in the pose of the 2D face. As shown in Fig. 4(a), the contour of the 3D model can be easily detected. Based on the contour of the 3D model, the facial contour search of the 2D face can be constrained within a certain region, as illustrated in Fig. 4(b). The edge points are then detected in this region by the Canny operator [42]. To reduce imposters, only the edge points with horizontal gradient directions are saved, with the prior that facial contour extends in a vertical direction. Lastly, the facial contour is obtained by a point sets registration algorithm called Coherent Point Drift (CPD) [43]. Briefly, CPD iteratively aligns the facial contour highlighted in Fig. 4(a) to the edge point set shown in Fig. 4(c) with affine transformations. The impostor contour points in Fig. 4(c) can gradually be detected and ignored. The obtained facial contour is shown in Fig. 4(d).

More detection examples on unconstrained face images in the LFW dataset [9] are shown in Fig. 5.

Alongside the projection of facial texture in the first step, the detected facial contour points are first projected to the 3D model and then projected to the rendered frontal face image. Since the head is approximately an ellipsoid, the facial contour points in the frontal view are fitted with an arc. As shown in Fig. 3, the arc effectively separates the unoccluded and occluded texture in the rendered frontal image.

In the following subsection, face representation is built using only the detected unoccluded facial texture.

C. Patch-Based Face Representation

The area of the unoccluded facial texture in the rendered frontal view varies with pose change, with demonstrable fluctuation in the amount of effective information available for face recognition. In light of this observation, a variable-length face representation method is proposed.

As illustrated in Fig. 3, the normalized face image is first divided into $M \times N$ overlapped patches. The severity of occlusion for each patch is then evaluated based on the detected boundary between the occluded and unoccluded facial texture. If more than 80% of pixels in one patch fall into the unoccluded region, then it is designated as an unoccluded patch; otherwise, the patch is ignored due to the large area of occlusion. Next, each of the unoccluded patches is split into $J \times J$ cells. A state-of-the-art local descriptor called Dual-Cross Patterns (DCP) [2] is employed for feature extraction. The concatenated DCP histogram feature from the $J^2$ cells forms the raw feature of the patch. Following [2], elements in the DCP histogram are normalized by square root. Lastly, Principal Component Analysis (PCA) is applied to each patch to project its feature into a subspace with dimension $D$, by which the noise is suppressed.

The set of patch-level DCP features following PCA processing from all unoccluded patches forms the representation of the face image. Note that this representation method is general in nature, meaning that it applies to faces with arbitrary poses. This is a valuable property, because we do not need to apply different algorithms to frontal and non-frontal faces, unlike some existing approaches [8].
accomplished by directly matching corresponding patch features of two face images. In this section, we further propose the MtFTL approach for learning transformation dictionaries, which enable the patch features of a frontal face and a non-frontal face to be transformed into a common discriminative space to enhance recognition ability. The learning process is patch-wise, which means a separate transformation dictionary is learnt by MtFTL for each patch. Consequently, we obtain $M \times N$ transformations dictionaries. Details of the MtFTL approach are illustrated below.

### A. Feature Transformation Learning

Three aspects are considered in the design of feature transformation learning. First, as shown in Fig. 6, the normalized images from different poses are of different image quality, therefore there will be differences in the transformations for different poses. Second, a strong correlation exists between the feature transformations for different poses, since they essentially process the data of the same subjects. Third, the amount of training data might be limited in real scenarios, because collecting multi-pose face images tends to be difficult. Ideally, the shared knowledge from different poses should be leveraged for robust transformation learning.

These considerations call for a multi-task strategy for feature transformation learning, in which the learning for each pose type is regarded as a task. Therefore, we propose the MtFTL approach which takes into consideration both the correlation and difference between tasks. Instead of learning a separate transformation matrix for each task [44], MtFTL learns a common transformation dictionary for all the tasks. Differences between the tasks are reflected by the selection of different projection vectors in the transformation dictionary. Hence, MtFTL learns more compact feature transformations than previous approaches [44].

Before presenting the formulation of the proposed model, several necessary notations are introduced. Let $P$ be the number of tasks, i.e., the number of pose types that are available in the training set for the current patch. The set $\{(X_t, Y_t) : 1 \leq t \leq P\}$ stores the training data composed of intra-personal and inter-personal patch pairs. $X_t \in \mathbb{R}^{D \times Ntp}$ and $Y_t \in \mathbb{R}^{D \times Ntn}$, where $Ntp$ and $Ntn$ are the number of intra-personal and inter-personal patch pairs for the $t$th task, respectively. The $n$th column of $X_t$ is denoted as $x_t^n$ and $y_t^n = x_t^n - x_0^n$, where $\{x_0^n, x_0^n\}$ is one intra-personal patch pair between the pose type $t$ and the frontal pose. Similarly, $y_t^n = y_t^n - y_0^n$, where $\{y_0^n, y_0^n\}$ is one inter-personal patch pair between the pose type $t$ and the frontal pose. We learn the transformation dictionary $U \in \mathbb{R}^{D \times D}$ shared by all tasks, and the set of vectors $a_t \in \{0, 1\}^D$, $1 \leq t \leq P$, $a_t$ selects projection vectors for task $t$ from the shared dictionary $U$. Let $A \in \mathbb{R}^{D \times P}$ be the matrix of stacked vectors $a_t$. In addition, $A_t \in \mathbb{R}^{D \times D}$ is a diagonal matrix expanded by $a_t$, denoted as $A_t = diag(a_t)$.

The loss function for task $t$ is denoted as $T_{U,t}$. It is based on the principle that the margin between intra-personal patch pairs and inter-personal patch pairs should be as large as possible.

$$T_{U,t}(a_t) = \frac{1}{Ntp} \| A_t U^T X_t \|^2_F - \frac{\lambda}{Ntn} \| A_t U^T Y_t \|^2_F,$$

(1)

where $\lambda$ is a regularization parameter that weights the intra-personal and inter-personal terms. We then formulate the multi-task learning algorithm as the optimization problem:

$$\min_{U,A} \frac{1}{P} \sum_{t=1}^{P} T_{U,t}(a_t),$$

s.t. $U^T U = I.$

(2)

For simplicity, the above problem is relaxed to:

$$\min_{U,A} \frac{1}{P} \sum_{t=1}^{P} T_{U,t}(a_t) + \mu \| U^T U - I \|_F^2,$$

(3)

where $\mu$ is another regularization parameter. We set the number of non-zero elements in $a_t$ as $d$, and aim to optimize $a_t$ to select $d$ most discriminative projection vectors from $U$ for the $t$th task. The optimal value of $\mu$, $d$, and $\lambda$ is estimated through cross validation.

Note that the transformation dictionary $U$ is learnt jointly for all $P$ tasks, which enables knowledge sharing between the tasks. We show in the experiment section that knowledge sharing is especially important when the amount of training data for the tasks is limited.

### B. Iterative Optimization Algorithm

The optimization problem (3) of MtFTL is convex in $U$ for fixed $A$ and in $A$ for fixed $U$. Therefore, we solve this problem by alternately optimizing $U$ and $A$. The final learning algorithm is summarized in Algorithm 1. The main optimization procedure can be outlined in two steps.
Algorithm 1 Multi-Task Feature Transformation Learning

Input: data \{\{X_t, Y_t\} : 1 \leq t \leq P\}, parameters \(\lambda, \mu, d, \epsilon\)
Output: \(U, A\)
Initialize \(U^{(0)} := \text{rand}(d, d), A^{(0)} := 0, s := 0;\)
repeat
\[ s := s + 1; \]
for \(t = 1\) to \(P\) do
\[ \text{Let } \alpha_t^{(s)} = \arg \min_{\alpha_t} T_{U,t}(\alpha_t): \text{Eq. (5)} \]
end
\[ \text{Let } U^{(s)} = \arg \min_{U} T_A(U): \text{Eq. (7)} \]
(via the LBFGS algorithm)
\[ \Delta U = U^{(s)} - U^{(s-1)} \]
\[ \Delta A = A^{(s)} - A^{(s-1)} \]
until \(\|\Delta U\|^2_P < \epsilon\) and \(\|\Delta A\|^2_P < \epsilon;\)

\textbf{Learning A}: With fixed \(U\), the optimization problems for each task decouple. For the \(t\)-th task, the optimal \(\alpha_t\) is obtained:
\[
\min_{\alpha_t \in \mathbb{R}^{d \times d}} T_{U,t}(\alpha_t), \quad (4)
\]
\[
T_{U,t}(\alpha_t) = \text{tr} \left( \frac{1}{N_{tp}} A_t U^T X_t X_t^T U A_t - \frac{\lambda}{N_{tn}} A_t U^T Y_t Y_t^T U A_t \right)
\]
\[
= \text{tr} \left( A_t \left( \frac{1}{N_{tp}} U^T X_t X_t^T U - \frac{\lambda}{N_{tn}} U^T Y_t Y_t^T U \right) A_t \right)
\]
\[
= \alpha_t^T B_t \alpha_t, \quad (5)
\]
where \(\text{tr} (\cdot)\) represents the trace of a matrix; and \(B_t\) is a diagonal matrix by directly copying the diagonal elements from the matrix \(\frac{1}{N_{tp}} U^T X_t X_t^T U - \frac{\lambda}{N_{tn}} U^T Y_t Y_t^T U\). Since the role of \(\alpha_t\) is to select \(d\) most discriminative projection vectors for the \(t\)-th pose type, the elements in \(\alpha_t\) that correspond to \(d\) smallest diagonal elements in \(B_t\) are set as 1 while the other elements in \(\alpha_t\) are set as 0.

\textbf{Learning U}: The shared transformation dictionary \(U\) couples all the tasks. In this step, \(U\) is updated efficiently via the limited-memory BFGS (LBFGS) algorithm. The choice of LBFGS algorithm here is due to both its high efficiency and low memory requirement.

While \(A\) is fixed, the optimization problem (3) reduces to
\[
\min_{U \in \mathbb{R}^{d \times d}} T_A(U), \quad (6)
\]
\[
T_A(U) = \frac{1}{P} \sum_{t=1}^{P} \left( \frac{1}{N_{tp}} \|A_t U^T X_t\|_F^2 - \frac{\lambda}{N_{tn}} \|A_t U^T Y_t\|_F^2 \right) + \mu \|U^T U - I\|_F^2. \quad (7)
\]

The derivative of \(T_A(U)\) with respect to \(U\) is
\[
\frac{\partial T_A(U)}{\partial U} = \frac{2}{P} \sum_{t=1}^{P} \left( \frac{1}{N_{tp}} X_t X_t^T U A_t A_t - \frac{\lambda}{N_{tn}} Y_t Y_t^T U A_t A_t \right)
\]
\[
+ 4\mu (U^T U - I). \quad (8)
\]

With the provided formula for calculating \(T_A(U)\) and \(\frac{\partial T_A(U)}{\partial U}\), the optimization problem can be readily solved with the LBFGS algorithm [45].

\textbf{Initialization}: The transformation matrix \(U\) is simply initialized with a random matrix whose elements are drawn from the standard uniform distribution on the open interval \((0, 1)\).

In the experiment section, we show that even the randomly initialized \(U\) achieves promising performance.

\textbf{Stopping criterion}: The iterative optimization process stops when the Frobenius norms of both \(\Delta U\) and \(\Delta A\) are below \(\epsilon = 10^{-3}\), where \(\Delta U\) and \(\Delta A\) are the difference matrices between two successive iterations for \(U\) and \(A\), respectively.

\section{C. Theoretical Analysis}

In this subsection, we study the robustness and generalization error of the proposed MFTL algorithm. The detailed proof can be found in the Appendix. All through the theoretical analysis, we consider the loss function for face patch feature \(x_0\) at non-frontal pose \(\theta\) as
\[
\ell(A, U, x, \theta) = \|A_0 U^T (x_0 - x_0)\|, \quad (9)
\]
whose maximum value is assumed to be \(B\).

1) \textbf{Robustness Analysis}: If two corresponding face patch features of two images are from the same subject, then their associated losses are close. This property is formalized as “robustness” in [46], and the precise definition is given below:

\textbf{Definition 1}: An algorithm \(A\) is \((K, \epsilon(\cdot))\)-robust, for \(K \in \mathbb{N}\) and \(\epsilon(\cdot) : \mathcal{Z} \rightarrow \mathbb{R}\), if the sample \(\mathcal{Z}\) can be partitioned into \(K\) disjoint sets, denoted as \(\{C_i\}_{i=1}^{K}\), so that the following holds for all \(s \in \mathcal{Z}\), given the loss function \(\ell(A_s, z)\) of the algorithm \(A_s\) trained on \(s\):
\[
\forall s \in s, \forall z \in \mathcal{Z}, \forall i = 1, \ldots, K:\]
\[
\text{if } s, z \in C_i, \text{ then } |\ell(A_s, s) - \ell(A_s, z)| \leq \epsilon(s).\]

Given two face patch features \(s, z\) of the same subject from different poses \(\theta_s\) and \(\theta_z\), if \(\|s - z\| \leq \gamma\) and \(|\theta_s - \theta_z| \leq \Delta_0\), we suggest that these two face patch features are close. We assume that for one subject, the difference between any of its non-frontal face patch feature \(x_0\) and its frontal face patch feature \(x_0\) can be bounded by \(\|x_0 - x_0\| \leq \gamma_0\). Since matrix \(A_0\) at pose \(\theta\) is a sparse diagonal matrix that has \(d\) non-zero elements, we have \(\|A_0\| \leq \sqrt{d}\). Also, we restrict \(\|A_{\theta_1} - A_{\theta_2}\| \leq \Delta_0\) for any two matrices \(A_{\theta_1}\) and \(A_{\theta_2}\) at different poses. A face recognition algorithm is said to be robust if the corresponding face patch features from images of the same subject have close losses. This robustness can be measured by the following theorem.

\textbf{Theorem 1}: Example \(z\) is in space \(\mathcal{Z} \subseteq \mathbb{R}^D\), which can be partitioned into \(K\) disjoint sets and denoted as \(\{C_i\}_{i=1}^{K}\). Given the algorithm \(A\) \(\{A, U : z \rightarrow \mathbb{R}^d\}\), we have for any \(s \in \mathcal{Z}\),
\[
|\ell(A_s, z) - \ell(A_s, z)| \leq \sqrt{d}\gamma + \Omega_{\Delta_0}\gamma_0
\]
\[
\forall i, \quad j = 1, \ldots, K : s \in C_i \text{ and } z \in C_j.
\]

\textbf{Hence A is} \((K, \sqrt{d}\gamma + \Omega_{\Delta_0}\gamma_0)\)-robust.

Robustness is a fundamental property which ensures that a learning algorithm performs well. Since the sparse diagonal matrices \(A_s\) and \(A_z\), which select projection vectors from the transformation dictionary \(U\), are learned from face patches of different poses, they cannot be identical. According to Theorem 1, it is instructive to suggest that the robustness of the algorithm will be improved for the face patches at close poses if their feature transformations
have more shared elements, that is, encouraging \( \Omega_{\Delta 0} \) to be small.

2) Generalization Analysis: Based on the robustness analysis, we show a PAC generalization bound for the algorithm, i.e., the difference between the expected error \( \mathcal{L}(A_i) \) and the empirical error \( \mathcal{L}_{\text{emp}}(A_i) \). We begin by presenting a concentration inequality [47] that helps to derive the bound.

**Proposition 1:** Let \( \{(N_1, \cdots, N_K)\} \) be an IID multinomial random variable with parameters \( n \) and \( (\beta(C_1), \cdots, \beta(C_K)) \). By the Breteganolle-Huber-Carol inequality we have
\[
\Pr\left( \sum_{i=1}^{K} \frac{N_i}{n} - \beta(C_i) \right) \leq 2^K \exp\left(-\frac{\sqrt{n}}{2}\right),
\]

hence with probability at least \( 1 - \delta \),
\[
\sum_{i=1}^{K} \frac{N_i}{n} - \beta(C_i) \leq \sqrt{\frac{2K \ln 2 + 2 \ln(1/\delta)}{n}}.
\]

The generalization error bound is presented in the following theorem.

**Theorem 2:** If the algorithm \( A \) is \((K, \epsilon(s))\)-robust and the training sample \( s \) is composed of \( n \) examples \( \{s_i\}_{i=1}^n \), which are generated from \( \beta \), then for any \( \delta > 0 \), with the probability at least \( 1 - \delta \) we have,
\[
|\mathcal{L}(A_i) - \mathcal{L}_{\text{emp}}(A_i)| \leq \epsilon(s) + B_{\text{emp}} \sqrt{\frac{2K \ln 2 + 2 \ln(1/\delta)}{n}}.
\]

By combining the results of Theorem 1 and Theorem 2, we can easily illustrate the generalization error of the proposed algorithm. Exploiting the shared information of face patches from different poses can strengthen the robustness of the algorithm and then improve the generalization error.

V. FACE MATCHING WITH PBPR-MtFTL

In this section, the face matching problem is addressed based on the proposed PBPR-MtFTL framework. It is assumed that \( \{(U^i, A^i) : 1 \leq i \leq MN\} \), i.e., the set of patch-wise transformation dictionaries and selection matrices, has been learnt by MtFTL.

Suppose we are matching a probe face image \( x_t \) of pose type \( t \) to a frontal gallery face image \( x_0 \). It is also assumed that there are \( K \) unoccluded patches for \( x_t \). Without loss of generality, we denote the sets of features for the \( K \) patches as \( \{x_{t1}, x_{t2}, \cdots, x_{tK}\} \) and \( \{x_{01}, x_{02}, \cdots, x_{0K}\} \) for \( x_t \) and \( x_0 \), respectively. First, the features of each patch pair \( \{x_{tk}, x_{0k} : 1 \leq k \leq K\} \) are projected into the discriminative space using the learnt \( U^k \) and \( A^k \).

\[
\hat{x}_{tk} = A^k (U^k)^T x_{tk},
\]
\[
\hat{x}_{0k} = A^k (U^k)^T x_{0k},
\]

(10)

where \( A^k \) is the diagonal matrix expanded by the \( k \)th column of \( A^k \). Then, the cosine metric is utilized to calculate the similarity of each patch pair and the similarity scores of all \( K \) patch pairs are fused by the sum rule.

\[
s(x_t, x_0) = \frac{1}{K} \sum_{k=1}^{K} \frac{\hat{x}_{tk}^T \hat{x}_{0k}}{||\hat{x}_{tk}|| ||\hat{x}_{0k}||},
\]

(11)

where \( s \) is the similarity score between the probe image \( x_t \) and the gallery image \( x_0 \). Lastly, the nearest neighbor (NN) classifier is adopted for face identification.

Although the adopted matching scheme is simple compared to existing methods [17], [26], it is still expected that the proposed PBPR-MtFTL framework will achieve stronger performance, since the recognition ability of PBPR-MtFTL has been enhanced by exploiting the correlation between poses.

VI. EXPERIMENTAL EVALUATION

In this section, extensive experiments are conducted to present the effectiveness of PBPR-MtFTL. We mainly conduct identification experiments on the three most popular databases for the pose problem, i.e., CMU-PIE [48], FERET [49], and Multi-PIE [50]. These experiments are to recognize a subject across pose variations with a single enrolled frontal face image. At the end of this section, we slightly modify the proposed framework to deal with the unconstrained face verification problem, and conduct experiments on the challenging LFW dataset [9].

The CMU-PIE [48] and FERET [49] datasets incorporate multi-pose images of 68 and 200 subjects, respectively. For the two databases, we adopt the same protocols as previous works [7], [18] that exclude both illumination and expression variations [51]. The Multi-PIE [50] database contains images of 337 subjects, each of which is captured in up to four recording sessions. Images in each session cover 15 view points and 20 illumination conditions. As there is no unified protocol for the pose problem on Multi-PIE, we adopt the three most popular protocols in the literature [17], [22], [39].

Eight sets of experiments are conducted. First, the performance of PBPR-MtFTL is briefly compared with previous works for PIFR on CMU-PIE and FERET. Next, the MtFTL approach is compared with its single-task baselines on Multi-PIE to justify the significance of MTL for the pose problem. Then, considering that the pose problem is often combined with other factors, we evaluate the performance of PBPR-MtFTL in three different settings, i.e., combined variations of pose and illumination, combined variations of pose and recording session, and combined variations of pose, illumination, and recording session. We also test the sensitivity of PBPR-MtFTL to the value of model parameters and face alignment errors. Lastly, we slightly modify the proposed approach to deal with the unconstrained face verification problem and present experimental results on the LFW database.

All images in this paper are normalized as follows. The mean shape of the Basel Face Model (BFM) [52] is adopted as the 3D generic shape model. The five facial feature points are manually labeled in the first six experiments and automatically detected in the last two experiments. After the pose normalization step described in Section III, the face images are cropped and resized to 156 \( \times \) 130 pixels, as shown in Fig. 6. The patch size \( M \times N \) is set at 26 \( \times \) 24 pixels, with 50% overlap between nearby patches. The number of cells \( J \times J \) within each patch is set at 2 \( \times \) 2. For the first seven experiments, images are further photometrically normalized using a simple operator [1], with the two parameters \( \sigma_1 \) and \( \sigma_2 \).
A. Comparison on CMU-PIE and FERET

All 68 CMU-PIE subjects with neutral expression and normal illumination at 11 different poses are employed. Note that pose type C31 and C25 are with hybrid yaw and pitch variations. The 68 frontal images are utilized as gallery images and all the rest are used as probes. Following previous works [18], [57], we train the MtFTL model with randomly selected 50 subjects in Multi-PIE database since there are only 68 subjects in CMU-PIE. For FERET, all 200 subjects at 9 different poses are incorporated. Images of the first 100 subjects consist the training data and the rest 100 subjects are used for testing.

As shown in Table II and III, the proposed PBPR-MtFTL approach outperforms the other methods. But the advantage of PBPR-MtFTL is not well exhibited, because the performance of existing methods has nearly reached the saturation point on the two databases. Therefore, we focus on the larger and more challenging Multi-PIE database in the following experiments.

B. Comparison With Single-Task Baselines

In this experiment, we aim to justify the importance of MTL for the pose problem. The proposed MtFTL algorithm is compared with three single-task baselines: (a) the Linear Discriminative Analysis (LDA) approach, which learns a single LDA model for all poses; (b) the single-task feature transformation learning (StFTL) approach, which learns a single feature transformation for all poses. StFTL is equal to the Discriminative Locality Alignment (DLA) model [58]; (c) the multiple independent feature transformation learning (MiFTL) approach, which independently learns a DLA model for each pose. Unlike LDA and StFTL, MtFTL and MiFTL learn specific feature transformations. The main difference between MiFTL and MtFTL is that MiFTL learns the transformation for each pose independently, while MtFTL learns compact transformations simultaneously and benefits from the correlation of different poses.

The protocol defined in [17] is employed. This protocol covers 249 subjects in Session 1, in which images with neutral expression under 20 illumination conditions are involved. The first 100 subjects (Subject ID 001 to 100) are used for training and the remaining 149 subjects (Subject ID 101 to 250) are used for testing. The gallery set is composed of 149 frontal images (Pose ID 051) with the illumination ID 07. The probe sets cover 20 illumination conditions of the same subjects. In Fig. 7, we present the performance of the four algorithms with varied size of training data on the three most challenging poses. The number of subjects (S) utilized for model learning is gradually increased from 20 to the maximum number 50.

It is shown in Fig. 7 that MtFTL consistently outperforms the baselines under all settings. Specifically, MtFTL significantly outperforms StFTL and LDA, which means that learning pose specific feature transformations is necessary. MtFTL outperforms MiFTL while learning much more compact transformations. This proves that MTL is helpful for enhancing the ability to recognize non-frontal faces. The advantage of MtFTL is more evident when the amount of training data is limited, which indicates that knowledge sharing among related tasks is important for better generalization ability.

C. Recognition Across Pose and Illumination

In this subsection, the performance of the PBPR-MtFTL framework is compared with existing algorithms under the setting of the combined variations of pose and illumination. The adopted protocol is the same as the previous experiment [17]. The experimental results are shown in Table IV and Fig. 8. In general, face recognition across combined variations of pose and illumination is a difficult problem. However, it is clear that the proposed method outperforms existing approaches [12], [17] with a large margin, even though only half training data is employed to train the MtFTL model.

It is worth noting that the algorithm proposed in [17] also employs photometric normalization, and that all three approaches employ manually labeled facial feature points. Notably, we employ exactly the same facial feature point coordinates as the method followed in [12].

D. Recognition Across Pose and Recording Session

This experiment is to test the performance of algorithms under the combined variations of pose and recording session. The protocol described in [22] is followed. This protocol covers all 337 subjects across the four recording sessions.
TABLE II

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\zeta$</th>
<th>$\eta$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBPR-MITFL</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\zeta$</th>
<th>$\eta$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBPR-MITFL</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig. 7. Performance comparison of MiFTL and the three single-task baselines on the Multi-PIE database with varying numbers of training subjects. (a) $\alpha = \pm 90^\circ$; (b) $\alpha = \pm 75^\circ$; (c) $\alpha = \pm 60^\circ$.

TABLE IV

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\zeta$</th>
<th>$\eta$</th>
<th>$\theta$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBPR-MITFL</td>
<td>90.86</td>
<td>97.91</td>
<td>99.41</td>
<td>99.05</td>
<td>99.94</td>
<td>99.23</td>
<td>98.21</td>
<td>87.75</td>
<td>96.55</td>
</tr>
</tbody>
</table>

Only images with neutral expression and frontal illumination are employed. Images of the first 200 subjects (Subject ID 001 to 200) are used for training, and images of the remaining 137 subjects (Subject ID 201 to 346) are employed for testing. The frontal images from the earliest recording sessions for the testing subjects are collected as the gallery set (137 images in total). The non-frontal images of the testing subjects construct fourteen probe sets. The comparisons between our approach and the state-of-the-art methods are presented in Table V and Fig. 9. We observe that:

1) In general, the performance of all the algorithms is good when the pose value of the probe images is small. While high performance is achieved by all methods on the probe sets 130, 140, 050, and 041, our method achieves perfect identification rates on all four probe sets.

2) There is a substantial drop in performance for existing methods on the probe sets 080 and 190, where the yaw angles are $\pm 45^\circ$. PBPR-MIITL performs significantly better than the other methods on both probe sets, indicating that it is more robust to large pose variations.

3) While most existing methods can only handle yaw angle variations within $[-45^\circ, +45^\circ]$, the proposed method can tackle the full range of yaw angle variation. Fig. 9 shows that high performance is achieved even when the yaw angle approaches $\pm 75^\circ$. 
TABLE V
RANK-1 IDENTIFICATION RATES ON COMBINED VARIATIONS OF POSE AND RECORDING SESSION ON MULTI-PIE

<table>
<thead>
<tr>
<th>Methods</th>
<th>Alignment</th>
<th>080 -45°</th>
<th>130 -30°</th>
<th>140 -15°</th>
<th>050 +15°</th>
<th>041 +30°</th>
<th>190 +45°</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>VAAM [22]</td>
<td>Auto</td>
<td>74.10</td>
<td>91.00</td>
<td>95.70</td>
<td>95.70</td>
<td>89.50</td>
<td>74.80</td>
<td>86.80</td>
</tr>
<tr>
<td>SA-EFGC [18]</td>
<td>Manual</td>
<td>93.00</td>
<td>98.70</td>
<td>99.70</td>
<td>99.70</td>
<td>98.30</td>
<td>93.60</td>
<td>97.17</td>
</tr>
<tr>
<td>MRFs [8]</td>
<td>N/A</td>
<td>86.30</td>
<td>89.70</td>
<td>91.70</td>
<td>91.00</td>
<td>89.00</td>
<td>85.70</td>
<td>88.90</td>
</tr>
<tr>
<td>RL+LDA [12]</td>
<td>Manual</td>
<td>96.50</td>
<td>98.50</td>
<td>100.0</td>
<td>99.30</td>
<td>98.50</td>
<td>97.80</td>
<td>98.28</td>
</tr>
<tr>
<td>SPAE [32]</td>
<td>Auto</td>
<td>84.90</td>
<td>92.60</td>
<td>96.30</td>
<td>95.70</td>
<td>94.30</td>
<td>84.40</td>
<td>91.37</td>
</tr>
<tr>
<td>MVP+LDA [39]</td>
<td>Manual</td>
<td>90.00</td>
<td>94.30</td>
<td>95.30</td>
<td>94.70</td>
<td>93.70</td>
<td>87.70</td>
<td>92.62</td>
</tr>
<tr>
<td>PBPR-MiFTL</td>
<td>Manual</td>
<td>98.67</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>99.30</td>
<td>95.60</td>
<td>98.05</td>
</tr>
</tbody>
</table>

Fig. 8. Performance comparison on combined variations of pose and illumination. The probe sets 081 and 191 are with hybrid yaw and pitch variations. The other probe sets contain only yaw variations from −90° to +90°.

Fig. 9. Performance comparison of different methods on combined variations of pose, illumination, and recording session.

Fig. 10. Performance comparison of different methods on combined variations of pose, illumination, and recording session.

E. Recognition Across Pose, Illumination, and Recording Session

To examine the robustness of the proposed algorithm under more challenging conditions, a new protocol specified in [39] is employed. This protocol extends the original protocol designed in [22] by incorporating all 20 illumination types, while the other settings remain the same. Therefore, the gallery set is exactly the same as [22], while the number of probe images is 20 times more than that in [22]. The performance of the proposed method, compared with the state-of-the-art approaches, is presented in Table VI and Fig. 10. All methods in Table VI employ manually labeled facial feature points. We make the following observations:

1) PBPR-MiFTL significantly outperforms the other three approaches across all probe sets. This result is consistent with those observed in the previous two experiments.

2) Among the four approaches, PBPR-MiFTL is the only one that can handle full range of pose variations, and its performance degrades gracefully across wide pose variations including ±60°.

F. Parameter Evaluation for MiFTL

In the above experiments, the optimal value of model parameters $\mu$, $d$, and $\lambda$ is estimated on the validation subsets. In this experiment, the impact of their value on the performance of MiFTL is investigated. The same protocol [17] as the second experiment is followed. Also, the rank-1 identification rates on the three most challenging poses are reported.
TABLE VI
RANK-1 IDENTIFICATION RATES ON COMBINED VARIATIONS OF POSE, ILLUMINATION, AND RECORDING SESSION ON MULTI-PIE

<table>
<thead>
<tr>
<th>Methods</th>
<th>090</th>
<th>080</th>
<th>070</th>
<th>060</th>
<th>050</th>
<th>040</th>
<th>030</th>
<th>020</th>
<th>010</th>
<th>000</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Landmark LBP+LDA [59], [39]</td>
<td>35.50</td>
<td>52.80</td>
<td>71.40</td>
<td>83.90</td>
<td>82.90</td>
<td>68.20</td>
<td>48.30</td>
<td>32.10</td>
<td>59.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FPL+LDA [12], [39]</td>
<td>49.30</td>
<td>66.10</td>
<td>78.90</td>
<td>91.40</td>
<td>90.00</td>
<td>82.50</td>
<td>62.00</td>
<td>42.50</td>
<td>70.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RL+LDA [12], [39]</td>
<td>44.60</td>
<td>63.60</td>
<td>77.50</td>
<td>90.50</td>
<td>89.80</td>
<td>80.00</td>
<td>59.50</td>
<td>38.90</td>
<td>68.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MVP+LDA [39]</td>
<td>60.20</td>
<td>75.20</td>
<td>83.40</td>
<td>93.30</td>
<td>92.20</td>
<td>83.90</td>
<td>70.60</td>
<td>60.00</td>
<td>77.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBPR-MtFTL</td>
<td>85.41</td>
<td>93.93</td>
<td>97.66</td>
<td>98.36</td>
<td>98.81</td>
<td>97.68</td>
<td>92.74</td>
<td>81.58</td>
<td>93.27</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The performance of the MtFTL approach for different value of $\mu$, $d$, and $\lambda$ is shown in Fig. 11. Their optimal value is around 0.1, 200, and 0.5, respectively. The experimental results also indicate that the performance of MtFTL is robust to the fluctuation of parameter value.

G. Performance in the Fully-Automatic Mode

The performance of the presented PBPR-MtFTL framework is related to the accuracy of the facial feature detection and pose estimation algorithms. The previous experiments are semi-automatic (SA), i.e., the facial feature points are labeled manually and it is assumed that the probe image poses are known. In this experiment, the PBPR-MtFTL framework is run in the fully-automatic (FA) mode. We leave the manually labeled facial feature points for the gallery and training images intact. This is reasonable since the labeling work could be conducted offline. For all probe images, the five facial feature points are automatically detected. Since existing face alignment tools cannot reliably detect facial feature points for profile or half-profile faces, we limit the yaw range of the probe images to within $\pm 45^\circ$ in this experiment. For pose estimation, we compare the unoccluded region of each probe image with those of a set of training images whose poses are known. The pose of the probe image is assigned to that of the training image whose unoccluded region is the most similar.

The same protocol [17] as used in the second experiment is adopted. The performance of PBPR-MtFTL in the SA and FA modes is compared in Fig. 12. There is a minor drop in performance under the FA mode. In fact, the performance drop is mainly caused by the failure of face detection, whose failure rates on the six probe sets are 3.66%, 1.95%, 1.21%, 1.51%, 1.98%, and 3.72%, respectively. Besides, when considered along with the results shown in Fig. 8, the performance of PBPR-MtFTL in the FA mode is still considerably better than the state-of-the-art methods.

H. Extension to Unconstrained Face Verification

In this experiment, we slightly modify the proposed approach to tackle the unconstrained face verification problem, and present experimental results on the LFW database [9].

In Section IV, we assume that the $r$th task of MtFTL is to learn the feature transformation between the $r$th non-frontal pose type and the frontal pose. As shown in Fig. 13, image pairs defined in LFW may contain no frontal pose image. Therefore, we add tasks in the model that learn the feature transformation between every possible pair of poses.
The first five approaches in Table VII adopt metric learning based classifiers, and PBPR-MtFTL achieves significantly better performance than the other approaches. Recently, generative model based classifiers have been introduced to the LFW challenge. We then replace the MtFTL model with the Probabilistic Linear Discriminative Model (PLDA) [66]. The dimension of the PLDA subspace is set at 100. With generative model based classifiers, the high-dim LBP approach [59] achieves a slightly higher accuracy than our approach. However, this approach relies on dense facial feature detection. We emphasize here that only the 5 most stable facial feature points are required by our method. This makes our algorithm easier to use in practical applications.

VII. CONCLUSION

Face recognition across pose is a challenging task because of the significant appearance change caused by pose variations. We handle this problem from two aspects. First, we propose the PBPR face representation scheme that makes use of all the unoccluded face textures only. PBPR can be applied to face images in arbitrary pose, which is a great advantage over existing methods. Second, we present the MtFTL model for learning compact feature transformations by utilizing the correlation between poses. Clear advantage is shown compared to single-task based methods. To the best of our knowledge, this is the first time that MTL has been formally applied to the PIFR problem. As the proposed PBPR-MtFTL framework effectively utilizes all the unoccluded face textures and the correlation between different poses, very encouraging results for face identification in all three popular multi-pose databases are achieved. We also slightly modify the proposed approach to tackle the unconstrained face verification problem, and achieve top level performance on the challenging LFW database.

APPENDIX A

Proof of Theorem 1

Proof: We can partition \( Z \) into \( K \) disjoint sets, so that if two face patch features \( s \) and \( z \) are close, then

\[
\| s - z \| \leq \gamma \quad \text{and} \quad |\theta_s - \theta_z| \leq \Delta_\theta. \quad (12)
\]

By arranging the loss functions so that the first loss is always larger than the second one, we therefore have

\[
|\ell(A_{s}, U, s) - \ell(A_{z}, U, z)|
\]

\[
= \|A_s U T(s - x_0)\| - \|A_z U T(z - x_0)\|
\]

\[
= \|A_s U T(s + z - z - x_0)\| - \|A_z U T(z - x_0)\|
\]

\[
\leq \|A_s U T(s - z)\| + \|A_z U T(z - x_0)\| - \|A_z U T(z - x_0)\|
\]

\[
\leq \|A_s U T(s - z)\| + \|A_s - A_z\| U T(z - x_0)\|
\]

\[
\leq \|A_s\| \|s - z\| + \|A_s - A_z\| \|z - x_0\|
\]

\[
\leq \sqrt{d_w} + \Omega \Delta_\theta \gamma_0,
\]

which completes the proof.

The performance of [61] is obtained using the code and data released by the authors, while the performance of the other approaches is directly cited from the original papers.

\[3\]
APPENDIX B

PROOF OF THEOREM 2

Proof: Let $N_j$ be the set of index of points of $s$ that fall into $C_i$, $((N_1, \cdots, N_K))$ is an IID random variable with parameters $n$ and $(\beta(C_1), \cdots, \beta(C_K))$. We have

$$|\mathcal{L}(A_s) - \mathcal{L}_{emp}(A_s)|$$

$$= \sum_{i=1}^{K} \max_{z \in C_i} |\ell(A_s, z) - \ell(C_i)|$$

$$\leq \sum_{i=1}^{K} \epsilon(s) + B \sum_{i=1}^{K} \frac{N_j}{n} - \beta(C_i)$$

$$\leq \epsilon(s) + B \sum_{i=1}^{K} \frac{N_j}{n} - \beta(C_i)$$

The first inequality is due to the triangle inequality, and the second inequality is because of $\sum_{i=1}^{K} \beta(C_i) = 1$ and $\sum_{i=1}^{K} \frac{N_j}{n} = 1$. Finally, the last inequality is the application of Proposition 1.
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