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Chapter 1

INTRODUCTION

1.1 THE SOFT X-RAY AND EXTREME ULTRAVIOLET REGIONS OF THE ELECTROMAGNETIC SPECTRUM

One of the last regions of the electromagnetic spectrum to be developed is that between ultraviolet and x-ray radiation, generally shown as a dark region in charts of the spectrum. It is a region where there are a large number of atomic resonances, leading to absorption of radiation in very short distances, typically measured in nanometers (nm) or micrometers (microns, µm), in all materials. This has historically inhibited the pursuit and exploration of the region. On the other hand, these same resonances provide mechanisms for both elemental (C, N, O, etc.) and chemical (Si, SiO₂, TiSi₂) identification, creating opportunities for advances in both science and technology. Furthermore, because the wavelengths are relatively short, it becomes possible both to see smaller structures as in microscopy, and to write smaller patterns as in lithography. To exploit these opportunities requires advances in relevant technologies, for instance in materials science and nanofabrication. These in turn lead to new scientific understandings, perhaps through surface science, chemistry, and physics, providing feedback to the enabling technologies. Development of the extreme ultraviolet and soft x-ray spectral regions is presently in a period of rapid growth and interchange among science and technology.

Figure 1.1 shows that portion of the electromagnetic spectrum extending from the infrared to the x-ray region, with wavelengths across the top and photon energies along the bottom. Major spectral regions shown are the infrared (IR), which we associate with molecular resonances and heat; the visible region from red to violet, which we associate with color and vision; the ultraviolet (UV), which we associate with sunburn and ionizing radiation; the regions of extreme ultraviolet (EUV) and soft x-rays (SXR), which are the subject of this book; and finally hard x-rays, which we associate with medical and dental x-rays and with the scientific analysis of crystals, materials, and biological samples through the use of diffractive and other techniques.

The extreme ultraviolet is taken here as extending from photon energies of about 30 eV to about 250 eV, with corresponding wavelengths in vacuum extending from about 5 nm to 40 nm. The soft x-ray region is taken as extending from about 250 eV (just below the carbon

*It is common to express photon energies in this spectral region in electron volts (eV) or thousands of electron volts (keV), where the photon energy is $\hbar \omega$, $\hbar$ is Planck’s constant divided by $2\pi$, and $\omega = 2\pi f$. 
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**FIGURE 1.1 (see Colorplate I).** The electromagnetic spectrum as it extends from the infrared (IR) to the x-ray regions. Visible light is shown with red (650 nm), green (530 nm), and blue (470 nm) wavelengths. At shorter wavelengths are ultraviolet (UV) radiation, extreme ultraviolet radiation (EUV), soft x-rays (SXR), and hard x-rays. Shown for reference are the silicon L-absorption edge at 99.2 eV (12.5 nm wavelength), the carbon K-absorption edge at 284 eV (4.37 nm), the oxygen K-absorption edge at 543 eV (2.28 nm), the silicon K-absorption edge at 1.84 keV (0.674 nm), the copper K-absorption edge at 8.98 keV (0.138 nm), the copper K$_{\alpha}$-emission line at 0.154 nm or 1.54 Å (8.05 keV), and twice the Bohr radius at $2a_0 = 1.06$ Å, the diameter of the $n = 1$ orbit in Bohr’s model of the hydrogen atom, but more generally a dimension within which resides most of the charge for all atoms. Vertical dashed lines correspond to the transmission limits of common window materials used to isolate vacuum. Shown are approximate transmission limits for common thicknesses of fused silica (pure SiO$_2$) at 200 nm, a thin film of silicon nitride ($\sim$100 nm thick Si$_3$N$_4$) at 15 nm, and an 8 $\mu$m thick beryllium foil at a wavelength of about 1 nm.

K-edge) to several keV, as shown in Figure 1.1. These spectral regions are characterized by the presence of the primary atomic resonances and absorption edges of most low and intermediate $Z$ elements, where $Z$ is the atomic number (the number of protons in the nucleus). The primary atomic absorption edges$^1$ for selected elements are given in Table 1.1, along with 1/$\epsilon$ absorption lengths at photon energies of 100 eV and 1 keV. The K- and L-absorption edges, associated with the removal of a core electron by photoabsorption from the most tightly bound atomic states (orbitals of principal quantum numbers $n = 1$ and $n = 2$, respectively), are described later in this chapter. The K-absorption edges of carbon (C$_K$), oxygen, silicon, and copper are shown in Figure 1.1, as is the L-absorption edge of silicon (Si$_L$), just below 100 eV.

We see in Table 1.1 that many of these absorption edges lie in the combined soft-x-ray and extreme ultraviolet spectral region. What differentiates these regions from neighboring spectral regions is the high degree of absorption in all materials. At lower photon energies, in the visible and ultraviolet, and at higher photon energies, in the hard x-ray region, many materials become transparent and it is not necessary to utilize vacuum isolation techniques in general. For example, Figure 1.1 shows dashed vertical lines at the locations of common window materials that can hold vacuum over square centimeter areas while still transmitting radiation in the indicated regions. In the UV, fused silica, a form of pure SiO$_2$, is transmissive to wavelengths as short as 200 nm, in millimeter thickness. For shorter wavelengths one quickly enters the vacuum ultraviolet (VUV), where air and all materials are absorbing. Shown just

---

* is the radian frequency. Wavelengths ($\lambda$) are commonly expressed in nanometers (1 nm = $10^{-9}$ m) and angstroms (1 Å = $10^{-10}$ m). See Appendix A for the values of physical constants and conversion factors.

$^1$Standard reference data for this spectral region are given in Refs. 1–4.
In this chapter basics of electromagnetic theory are reviewed. Beginning with Maxwell’s equations, the wave equation is developed and used to solve several problems of interest at short wavelengths. Poynting’s theorem regarding the flow of electromagnetic energy is used to solve the power radiated by an accelerated electron. The concept of a scattering cross-section is introduced and applied to the scattering of radiation by free and bound electrons. A semiclassical model is used in the latter case. Scattering by a multi-electron atom is described in terms of a complex atomic scattering factor. Tabulated scattering factors, which are available in the literature for use in special circumstances, are described.

**2.1 Maxwell’s Equations and the Wave Equation**

In this chapter we will consider radiation and scattering by accelerated charges. We will use these results to study scattering cross-sections and interesting phenomena at visible, EUV, and...
In this chapter wave propagation in a medium of uniform atomic density is considered. Expressions for the induced motion of bound atomic electrons are used in combination with the wave equation to obtain the complex refractive index for EUV and soft x-ray propagation. This is then expressed in terms of the atomic scattering factors of Chapter 2. Phase velocity, absorption, reflection, and refraction are then considered. Results such as the total external reflection of x-rays at glancing incidence from the surface of a lossy material, the weak normal incidence reflection of x-rays, Brewster’s angle, and Kramers–Kronig relations are obtained.
Since \( k \) and \( k'' \) propagate in vacuum, they are real and equal in magnitude as observed in Eq. (3.31); thus from (34b) we can write

\[
\sin \phi = \sin \phi'' \tag{3.35a}
\]

or

\[
\phi = \phi'' \tag{3.35b}
\]

which states that the angle of incidence equals the angle of reflection. Considering the refracted wave \( k' \), Eq. (3.34b) permits us to write

\[
k \sin \phi = k' \sin \phi' \tag{3.36}
\]

Since both waves must oscillate at the same frequency (\( \omega \)), we can write, by using Eq. (3.15), that

\[
\omega = kc = k'c/n
\]

or

\[
k' = kn = \frac{\omega}{c} (1 - \delta + i \beta) \tag{3.37}
\]

indicating that the propagation vector in the medium is complex, representing both phase variation and amplitude decay as the wave propagates, as seen previously in Eqs. (3.16) and (3.17). Equation (3.36) can now be rewritten as Snell’s law:

\[
\sin \phi' = \frac{\sin \phi}{n} \tag{3.38}
\]

which formally describes the refractive turning of a wave entering a uniform, isotropic medium of complex refractive index \( n \). The fact that \( n \) is complex implies that \( \sin \phi' \) is also complex for real incidence angle \( \phi \). Thus both the wavevector \( k' \) and the turning angle \( \phi' \), in the medium, have real and imaginary components, giving a somewhat more complicated representation of refraction and propagation.
Snell’s law (3.38) is valid over a wide range of wavelengths and photon energies. It is widely used in lens designs at visible wavelengths, and to describe such interesting phenomena as total internal reflection of visible light within the denser medium at water–air and glass–air interfaces. We will use Snell’s law here to describe the near-total reflection of short wavelength radiation at glancing incidence to a material surface.

3.4 TOTAL EXTERNAL REFLECTION OF SOFT X-RAYS AND EUV RADIATION

For most angles of incidence the reflection coefficient for soft x-rays and extreme ultraviolet radiation is very small, as we will see in a following section of this chapter. This is due to the fact that the refractive index is very close to unity so that there is little change of field amplitudes across the interface. However, there is an important exception for radiation incident at a glancing angle to the material surface, far from the surface normal. We will see that in this case, radiation of any polarization experiences near total reflection. This total external reflection is widely used in experiments involving radiation transport, deflection, focusing, and filtering. Like its visible light counterpart total internal reflection (commonly observed in fish tanks and used for turning visible laser beams within glass prisms where the refractive index is greater than unity), the x-ray effect can be understood in large measure on the basis of Snell’s law, Eq. (3.38). Snell’s law indicates that visible light will be bent towards the surface normal (\(\phi' < \phi\)) when entering a medium of greater refractive index (\(n \) typically greater than 1.5 for glass or water at visible wavelengths). For EUV and x-rays, however, with the real part of the refractive index slightly less than unity, Snell’s law indicates that the radiation is refracted in a direction slightly further from the surface normal. Inspection of Eq. (3.38) shows that for \(n\) slightly less than unity, \(\sin \phi'\) is slightly larger than \(\sin \phi\). Thus for near-glancing incidence (\(\phi\) near \(\pi/2\)) the refraction angle \(\phi'\) can equal \(\pi/2\), indicating that to first order the refracted wave does not penetrate into the material, but rather propagates along the interface. In short order we will investigate the dependence of these fields on the parameters of the problem: the wavelength \(\lambda\), incidence angle \(\phi\), and refractive index components \(\delta\) and \(\beta\). First, however, we consider the simplified problem with \(\beta\) approaching zero, which permits us to understand the basic phenomenon of total external reflection and quantify the critical angle with minimal mathematical complexity. The general effect is illustrated in Figure 3.6.

Considering Snell’s law for a refractive index of \(n = 1 - \delta\), where for the moment we assume that \(\beta\) approaches zero, one has

\[
\sin \phi' = \frac{\sin \phi}{1 - \delta}
\]  

(3.39)

Thus the refracted wave is at an angle \(\phi'\), somewhat further from the surface normal than \(\phi\).
because of the $1 - \delta$ factor. As $\phi$ approaches $\pi/2$ it is evident that $\sin \phi'$ approaches unity somewhat faster. The limiting condition occurs at a critical angle of incidence, $\phi = \phi_c$, where $\phi' = \pi/2$, so that $\sin \phi' = 1$ and from Eq. (3.39)

$$\sin \phi_c = 1 - \delta$$

(3.40)

This is the condition for total external reflection; the incident x-rays do not penetrate the medium, but rather propagate along the interface at an angle $\phi' = \pi/2$. The angle for which this condition is just met is given by Eq. (3.40). Since $\delta \ll 1$ for x-rays, the phenomenon occurs only for glancing angles where $\phi$ is near 90°. Thus it is convenient to introduce the complimentary angle $\theta$, measured from the interface as shown in Figure 3.6, where

$$\theta + \phi = 90^\circ$$

The critical angle condition (3.40) then becomes

$$\sin(90^\circ - \theta_c) = 1 - \delta$$

or

$$\cos \theta_c = 1 - \delta$$

Since $\delta \ll 1$ for x-rays, $\cos \theta_c$ is near unity, $\theta_c$ is very small, and we may make the small angle approximation

$$1 - \frac{\theta_c^2}{2} + \cdots = 1 - \delta$$

which has the solution

$$\theta_c = \sqrt{2\delta}$$

(3.41)

as the critical angle for total external reflection of x-rays and extreme ultraviolet radiation, a result first obtained by Compton\(^6\) in 1922.

Since the real part of the refractive index can be written as [Eq. (3.13a)]

$$\delta = \frac{n_a r_e \lambda^2 f_1^0(\lambda)}{2\pi}$$

we have, to first order,

$$\theta_c = \sqrt{2\delta} = \sqrt{\frac{n_a r_e \lambda^2 f_1^0(\lambda)}{\pi}}$$

(3.42a)

Because the atomic density $n_a$, in atoms per unit volume, varies only slowly among the natural elements, the major functional dependencies of the critical angle are

$$\theta_c \propto \lambda \sqrt{Z}$$

(3.42b)

where we have used the fact that to first order $f_1^0$ is approximated by $Z$, although as we have seen $f_1^0$ is also a complicated function of wavelength (photon energy) for each element.
Multilayer interference coatings, often referred to as multilayer mirrors, are formed by depositing alternating layers of two materials of differing refractive index that form long-term stable interfaces. Typically the two materials are of alternating high and low atomic number \((Z)\) in order to maximize the difference in electron density. The coatings permit the achievement of high normal incidence reflectivity, within a modest spectral bandwidth, at EUV wavelengths. They also offer new opportunities for glancing incidence reflectivity at soft x-ray and x-ray wavelengths. The coatings are largely amorphous (or to some degree polycrystalline) within individual layers, and reflection conforms to Bragg’s law for a periodicity \(d\) equal to the thickness of one bilayer pair, typically measured in tens of atomic monolayers. Multilayer coatings have the great advantage of being adaptable to curved surfaces, enabling their use as reflective optics in EUV and soft x-ray microscopes, telescopes, and other applications.

4.1 INTRODUCTION

High reflectivity at normal incidence\(^*\) can be achieved at EUV, and to some extent soft x-ray, wavelengths through the use of multilayer interference coatings, sometimes called reflection

\(^*\)k-vector perpendicular to the surface.
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SYNCHROTRON RADIATION

Bending Magnet:

\[ h\omega_c = \frac{3e\hbar B\gamma^2}{2m} \]  

Wiggler:

\[ h\omega_c = \frac{3e\hbar B\gamma^2}{2m} \]

\[ n_c = \frac{3K}{4} \left( 1 + \frac{K^2}{2} \right) \]

\[ P_T = \frac{\pi eK^2\gamma^2IN}{3\epsilon_0\lambda_u} \]

Undulator:

\[ \lambda = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} + \gamma^2\theta^2 \right) \]  

\[ K = \frac{eB_0\lambda_u}{2\pi mc} \]  

\[ \theta_{cen} = \frac{1}{\gamma^*\sqrt{N}} \]  

\[ \frac{\Delta \lambda}{\lambda}_{cen} = \frac{1}{N} \]  

\[ \bar{P}_{cen} = \frac{\pi e\gamma^2I}{\epsilon_0\lambda_u} \frac{K^2}{\left( 1 + \frac{K^2}{2} \right)^2} f(K) \]
Magnetic undulator 
(N periods)

Relativistic electron beam, 
$E_e = \gamma mc^2$

$\lambda = \frac{\lambda_u}{2N}$

$\theta_{cen} = \frac{1}{\gamma N}$

$\frac{\Delta \lambda}{\lambda_{cen}} = \frac{1}{N}$

**FIGURE 5.8.** Illustration of narrow cone undulator radiation that is generated by electrons traversing a periodic magnet structure.

plane. The general polarization properties of bending magnet radiation for arbitrary angles of observations are discussed in Ref. 3.

### 5.3 Characteristics of Undulator Radiation

An electron traversing a periodic magnet structure of moderate field strength will undergo a small amplitude oscillation and therefore radiate. If the electron’s angular excursions are small compared to the natural radiation width, $\theta_e < 1/2\gamma$, the device is referred to as an **undulator** (see Figure 5.8). The resultant radiation is greatly reduced in wavelength, $\lambda$, from that of the magnet period, $\lambda_u$. We will see shortly that Lorentz contraction and relativistic Doppler shift lead to a reduction in the radiated wavelength by a factor of $2\gamma^2$. As $\gamma$ can easily be several thousand, undulator periods measured in centimeters lead to observed x-ray wavelengths measured in angstroms.

While discussing undulator radiation, we will find it convenient to consider the radiation in several frames of reference. Many of the calculations will be done in the reference frame moving with the electron. We will then transform the results to the rest frame of the laboratory via Lorentz transformations (see Ref. 9 or Appendix F, Lorentz Space–Time Transformations). The following is a brief introduction to undulator radiation. A more detailed discussion will follow in subsequent sections.

In the frame moving with the electron, the electron “sees” a periodic magnet structure moving toward it with a relativistically (Lorentz) contracted period, $\lambda'$, given by

$$\lambda' = \frac{\lambda_u}{\gamma}$$

where $\gamma \equiv 1/\sqrt{1 - v^2/c^2}$, $v$ is the relative velocity, and $c$ is the velocity of light in vacuum, as discussed in Appendix F. Due to the periodic magnet, the electron experiences an oscillation and consequently radiates. In the frame moving with the electron this problem is that of the classical **radiating dipole**, a point charge oscillating with an amplitude much smaller than the radiated wavelength. The frequency of this emitted radiation, in the reference frame of
the electron, is

\[ f' = \frac{c}{\lambda'} = \frac{c\gamma}{\lambda_u} \]

To the observer in the fixed laboratory reference frame, the radiation wavelength is further reduced by Doppler shifting. The Doppler shift is dependent on the relative velocity and therefore is dependent on the observation angle \( \theta \), as can be deduced from Figure 5.9. The shortest wavelength is observed on axis. The relativistic form of the Doppler frequency formula is [see Appendix F, Eq. (F.8b)]

\[ f = \frac{f'}{\gamma(1 - \beta \cos \theta)} = \frac{c}{\lambda_u(1 - \beta \cos \theta)} \]  

(5.10)

where \( \beta \equiv v/c \) and \( \theta \) is the observation angle measured from the direction of motion.

Let us first analyze the observed frequency on axis. Here \( \theta = 0 \), \( \cos \theta = 1 \), and

\[ f = \frac{c}{\lambda_u(1 - \beta)} \]

As noted in Eq. (5.3), for \( \beta \approx 1 \) we have \( 1 - \beta \approx 1/2\gamma^2 \). Therefore, the observed radiation frequency on axis is

\[ f = \frac{2\gamma^2 c}{\lambda_u} \]

and the observed wavelength on axis is

\[ \lambda = \frac{c}{f} = \frac{\lambda_u}{2\gamma^2} \]  

(5.11)

Note that the observed wavelength, \( \lambda \), is relativistically contracted by a factor \( 2\gamma^2 \) from the period of the undulator. Again using the ALS as an example, with a 1.9 GeV electron energy, \( \gamma \approx 3700 \) [see Eq. (5.5)]; thus \( 2\gamma^2 \approx 2.8 \times 10^7 \). If the undulator period is \( \lambda_u = 5.0 \) cm, the

**Figure 5.9.** Radiation from an oscillating charge moving at (a) a non-relativistic and (b) a relativistic speed. Short wavelengths are observed because comparable speeds of the moving charge (v) and the radiation (c) reduce the separation of succeeding phase fronts. Indeed, as v approaches c, the spatial phase variations (\( \lambda \)) are dramatically compressed by many orders of magnitude. (Following J. Madey.)
resultant on-axis radiation will be relativistically shifted to an observed wavelength of order
\[ \lambda \simeq \frac{5.0\text{cm}}{2.8 \times 10^7} \simeq 1.8\text{ nm} \]

Thus the periodic magnet generates radiation peaked in the soft x-ray region of the electromagnetic spectrum.

If we wish to consider Doppler shifts at small angles off axis \((\theta \neq 0)\), we can return to Eq. (5.10) and use the small angle approximation. The Taylor expansion for small angles is
\[ \cos \theta = 1 - \frac{\theta^2}{2} + \cdots \]

Therefore,
\[
f = \frac{c}{\lambda \beta} \left( 1 - \beta \left( 1 - \frac{\theta^2}{2} + \cdots \right) \right) = \frac{c}{\lambda \beta} \left( 1 + \frac{\beta^2 \theta^2}{2(1-\beta)} \right)
\]

Since \(\beta \simeq 1\) and by Eq. (3) \(1 - \beta \simeq 1/2\gamma^2\), one has
\[
f = \frac{2\gamma^2 c}{\lambda \beta_0} \left( 1 + \frac{\gamma^2 \theta^2}{1} \right)
\]

In terms of the observed wavelength \(\lambda = c/f\), one has to first order
\[
\lambda = \frac{\lambda \beta_0}{2\gamma^2} (1 + \gamma^2 \theta^2)
\tag{5.12}
\]

We again see the \(2\gamma^2\) contraction on axis, but now with the off-axis radiation having a wavelength increased by a factor \((1 + \gamma^2 \theta^2)\). Hence, to observe the narrow bandwidth characteristic of this relativistic harmonic oscillator, it is necessary to select only near-axis radiation.

As we will see explicitly in a following section, the magnetically induced undulation causes the electron to follow a somewhat longer pathlength as it traverses the undulator. Thus, the mean axial velocity is reduced, resulting in a modified Doppler shift and therefore somewhat longer wavelengths than indicated by Eq. (5.12), and a broader radiation cone as well.

### 5.3.1 Undulator Radiation Pattern

As we saw in Chapter 2, Eqs. (2.25)–(2.33), an oscillating electron of charge \(-e\) undergoing an acceleration \(a\) will radiate electromagnetic waves characterized by an electric field (also see Leighton, Ref. 9).

\[
E(r, t) = \frac{ea(t - r/c)}{4\pi \varepsilon_0 c^2 r} \sin \Theta
\]

and an orthogonal magnetic field

\[
H(r, t) = \frac{ea(t - r/c)}{4\pi cr} \sin \Theta
\]

where \(t - r/c\) is the retarded time (delayed arrival at distance \(r\)), and \(\Theta\) is the angle between the direction of acceleration \((\mathbf{a})\) and the propagation direction \((\mathbf{k_0})\). Because the electric and magnetic fields are orthogonal, their cross product gives a Poynting vector \(\mathbf{S}\) (power per
FIGURE 5.10. Illustration of an oscillating charge and the resultant radiation pattern. Note that there is no radiation in the direction of acceleration, giving the radiation pattern a doughnut-like appearance.

\[
S = E \times H = \frac{e^2 a^2 \sin^2 \Theta}{16\pi^2\epsilon_0 c^3 r^2} k_0
\]

The radiated power per unit solid angle is [Chapter 2, Eq. (2.34)]

\[
\frac{dP}{d\Omega} = r^2 |S| = \frac{e^2 a^2}{16\pi^2\epsilon_0 c^3} \sin^2 \Theta
\]

Hence, the radiation pattern has a toroidal \( \sin^2 \Theta \) shape, because there is no radiation in the acceleration direction (\( \Theta = 0 \)), as illustrated in Figure 5.10.

For an undulating electron, undergoing simple oscillations in its own reference frame (\( \gamma \)), one obtains the same radiation pattern. However, the radiation pattern as observed in the laboratory frame is relativistically contracted into a narrow radiation cone (the so-called searchlight effect) as shown in Figure 5.11(b). Considering the symmetry of the problem, it is convenient to work with a polar coordinate system measured from the \( z \)-axis. For instance, in the plane defined by the electron acceleration (\( a \)) and the \( z \)-axis, the factor \( \sin^2 \Theta' \) becomes \( \cos^2 \theta' \), \( \theta' \) being the polar angle measured away from the \( z \)-axis in the primed coordinate system. In this primed electron frame of reference the radiation pattern has a half-intensity angle at \( \cos^2 \theta' = \frac{1}{2} \) or \( \theta' = 45^\circ \). According to Eq. (5.1), this corresponds to an angle in the unprimed laboratory (observer) frame of reference of \( \theta \simeq 1/2\gamma \). Returning to the example of a 1.9 GeV electron (\( \gamma \simeq 3700 \)), in this case traversing a periodic magnet structure, one anticipates that radiated x-rays will largely be confined to a cone of half angle 140 \( \mu \)rad. As we will see in the following paragraphs, further cone narrowing can be obtained in the case of undulator radiation.
5.3.2 The Central Radiation Cone

The spectrum of radiation in the two reference frames is shown in Figure 5.12(a) and (b). Figure 5.12(a) shows the narrow spectral width in the electron frame, set by the harmonic oscillation for a fixed number of periods \( N \). This is essentially a frequency–time (Laplace) transform.

For example, the ALS has undulators of 5.0 cm period, with a length of 89 periods, so that one can expect \( \Delta \omega' / \omega' = \Delta \lambda' / \lambda' \) of order 0.01. Note, however, that upon transformation to the laboratory frame of reference, off-axis Doppler effects will broaden this considerably.

Figure 5.12(b) illustrates the Doppler shifted spectrum that results when the \( \sin^2 \theta \) dipole radiation pattern is transformed according to Eqs. (5.1) and (5.12).

Recall that we have determined the undulator equation (5.12) in the laboratory frame, viz.,

\[
\lambda \simeq \frac{\lambda_u}{2\gamma^2} (1 + \gamma^2 \theta^2)
\]

and have also noted that the radiation is primarily contained in a narrow cone of half angle \( \theta = 1/2\gamma \). The corresponding spectral width within this cone can thus be estimated by taking the difference of Eq. (5.12) for two angles. Taking the wavelength as \( \lambda \) on axis (\( \theta = 0 \)), and \( \lambda + \Delta \lambda \) off axis at angle \( \theta \), then taking ratios, one obtains

\[
\frac{\Delta \lambda}{\lambda} \simeq \gamma^2 \theta^2 \tag{5.13}
\]

where Eq. (5.13) shows how the wavelength increases as one observes the radiation off axis. Note that for radiation within the cone of half angle \( \theta \simeq 1/2\gamma \) the relative spectral bandwidth given by Eq. (5.13) is \( \frac{1}{4} \); thus the cone of half-intensity half angle encloses a relative spectral bandwidth of about 25%. Use of aperture spectral filtering is illustrated in Figure 5.13. Often, further spectral narrowing is desired, for instance, when probing in the vicinity of sharp atomic resonance features. In such cases, a monochromator of some type (see Chapter 8) is employed that acts as a narrow bandpass filter. In the case of radiation from a single electron or a tightly constrained bunch of electrons, modest spectral filtering (as narrow as \( 1/N \)) can be obtained with a simple small-angle selecting aperture (pinhole). In this limit, we will see that angular width and spectral width are closely connected. The interrelationship is shown in Figure 5.14.

Further cone narrowing can be appreciated by considering the undulator equation for two angular positions, one on axis and one at angle \( \theta \), as we did previously in Eq. (5.13). If one
FIGURE 5.13. The spectrum of undulator radiation in the laboratory frame of reference before and after selecting an angular cone near the axis. With a sufficiently small electron beam phase space (size–angle product) this can provide a simple mechanism for monochromatization.

sets the monochromator for a “natural” bandwidth $\Delta \lambda/\lambda$, set by the number of oscillation periods, $N$, then one obtains the condition

$$\frac{\Delta \lambda}{\lambda} = \frac{1}{N}$$  \hspace{1cm} (5.14)

which, when combined with Eq. (5.13), indicates that narrower bandwidth radiation occurs in a concomitantly narrower “central” radiation cone of half width

$$\theta_{\text{cen}} \simeq \frac{1}{\gamma \sqrt{N}}$$  \hspace{1cm} (5.15)

This narrow undulator radiation cone implies an emission solid angle reduced by a factor $1/N$. These factors become very important when considering brightness and coherence (see Chapter 8).
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By = \beta \cos \frac{2\pi z}{\lambda}

The above analysis is for a single electron. For these results to hold for an electron beam with many electrons, it is necessary that all electrons in the bunch be contained within an angular variance of less than \frac{1}{\sqrt{\gamma N}}. This angular constraint on the electron beam is referred to as the undulator condition. Again considering 1.9 GeV electrons, with \gamma \approx 3720 and \sqrt{N} \approx 100, one expects the 1% bandwidth radiation to be confined within a cone of angular half width \theta \approx 35 \mu \text{rad}.

5.4 UNDULATOR RADIATION: CALCULATIONS OF RADIATED POWER, BRIGHTNESS, AND HARMONICS

Having introduced the basic features of undulator radiation, we now wish to solve the problem by considering the equations of motion for a highly relativistic electron traversing a periodic magnetic field. In the laboratory frame, the electron experiences only the static, albeit periodic, magnetic field for small \( K \). Hence, the laboratory is a convenient reference frame for the calculation. After calculating electron trajectories in the laboratory frame, we will transform to the frame of reference moving with the average electron motion (\( \gamma \)). Our next step will be to calculate the radiated fields in the electron frame where we have simple harmonic motion (dipole radiation). We will see a multiplicity of harmonics, \( n\omega \), of this radiation. Finally, we will transform the radiated fields to the laboratory frame. The approach follows that of Hofmann.²

5.4.1 The Undulator Equation

The force equation for a charge in the presence of electric and magnetic fields can be written in any frame of reference as

\[
\frac{dp}{dt} = q(E + v \times B)
\]

where \( p = \gamma mv \) is the momentum, \( q \) is the charge, \( v \) is the velocity, and \( E \) and \( B \) are the electric and magnetic fields, determined through Maxwell’s equations. The problem we are considering is dominated by the applied dc magnetic field associated with a periodic magnet structure (undulator), as illustrated in Figure 5.15. There are no applied electric fields. Further, we consider the radiated electromagnetic fields due to the undulator radiation generated by many electrons to be relatively weak in the sense that the radiated fields have a negligible effect on the various electron motions. To this level of approximation, we take \( E \simeq 0 \) in Eq. (5.16). Note that this would not be the case in a sufficiently long undulator. In fact, the effect of the radiated fields would lead to free electron laser (FEL) action.¹⁰,¹¹ With these
approximations the momentum equation becomes

\[ \frac{dp}{dt} = -e(v \times B) \]

For the undulator case with relatively weak radiated fields (pre-FEL action), we take the approximations \( E \simeq 0 \) and \( B_y = B_0 \cos(2\pi z/\lambda_u) \) plus a negligible radiation field. Additionally, taking to first order \( v \simeq v_z \), the vector components in the \( x \)-direction give

\[ m\gamma \frac{dv_x}{dt} = +ev_z B_y \]

\[ m\gamma \frac{dv_x}{dt} = e \frac{dz}{dt} \cdot B_0 \cos \left( \frac{2\pi z}{\lambda_u} \right) \quad (0 \leq z \leq N\lambda_u) \]

Now we can solve for the transverse oscillation \( v_x \). This gives rise to the primary source of undulator radiation. To first order, we will find \( v_x \) as a function of axial position \( z \). Continuing the algebra,

\[ m\gamma dv_x = edzB_0 \cos \left( \frac{2\pi z}{\lambda_u} \right) \]

Integrating both sides gives

\[ m\gamma v_x = eB_0 \frac{\lambda_u}{2\pi} \int \cos \left( \frac{2\pi z}{\lambda_u} \right) \cdot d\left( \frac{2\pi z}{\lambda_u} \right) \]

or

\[ m\gamma v_x = eB_0 \frac{\lambda_u}{2\pi} \sin \left( \frac{2\pi z}{\lambda_u} \right) \quad (5.17) \]

This is an exact solution of the simplified equation of motion, but note that \( z \) is not a linear function of time. That is, \( v_z \) is not constant, but rather involves oscillations itself. Hence, terms of the \( \sin(\cdots \sin) \) type will appear, giving rise to harmonics.

Define the non-dimensional magnetic strength for a periodic magnet parameter as\textsuperscript{12}

\[ K \equiv \frac{eB_0 \lambda_u}{2\pi mc} \quad (5.18a) \]

or, in convenient units,

\[ K = 0.9337B_0(T)\lambda_u(cm) \quad (5.18b) \]

The electron’s transverse velocity can then be written as

\[ v_x = \frac{Kc}{\gamma} \sin \left( \frac{2\pi z}{\lambda_u} \right) \quad (5.19) \]

Note that the angle the electron motion makes with the \( z \)-axis is a sine function bounded
FIGURE 5.16. Electron angular excursions are harmonic, with maximum excursion $K/\gamma$. For $K < 1$ the angular excursions are within the natural radiation cone $(1/2\gamma)$, leading to interesting interference effects that are manifested in cone narrowing, higher spectral brightness, and in some cases partial coherence. The case of small angular excursions $(K < 1)$ is referred to as the undulator limit. For $K \gg 1$ such interference effects are not possible. This limit $(K \gg 1)$ is referred to as the wiggler limit. The scales here are exaggerated in the $x$-direction for clarity of presentation.

by $\pm K/\gamma$, i.e.,

$$\tan \theta_e = \frac{v_x}{v_z} \approx \frac{K}{\gamma} \sin \left( \frac{2\pi z}{\lambda_u} \right)$$

(5.20)

so that $K$ is also referred to as the (magnetic) deflection parameter. Note that to good approximation we have taken $v_z \simeq c$. Thus the maximum excursion angle (see Figure 5.16) is

$$|\theta_{e, \text{max}}| \approx \frac{K}{\gamma}$$

(5.21)

This is the root of differences between undulator radiation and wiggler radiation. Recall that the characteristic half angle for emission of radiation is $\theta_{\text{rad}} \approx 1/2\gamma$. Thus, for magnet strength characterized by $K \leq 1$, the electron angular excursions lie within the radiation cone. This is the undulator case where interesting interference effects can occur, narrow bandwidths result, and narrower radiation cones are obtained.

In the strong field case, $K \gg 1$, we refer to wiggler radiation. In this case, interference opportunities are lost because the radiation from various segments of an oscillation are widely separated in angle and therefore do not overlap in space after some propagation distance. Nonetheless, other valuable attributes appear. Primarily, wiggler radiation provides a $2N$ increase in radiated power and a broad shift to higher photon energies. We will discuss both cases $(K < 1, K \gg 1)$ further.

Recall that Eq. (5.19) is not that of a simple time harmonic, because $z = z(t)$ is only approximately equal to $ct$. To see this explicitly, we recall that $\gamma$ is constant in a magnetic field; thus for motion in the $x, z$-plane $(v_y = 0)$,

$$\gamma \equiv \frac{1}{\sqrt{1 - \frac{v_z^2}{c^2}}} = \frac{1}{\sqrt{1 - \frac{v_x^2}{c^2} + \frac{v_z^2}{c^2}}}$$

Thus,

$$\frac{v_z^2}{c^2} = 1 - \frac{1}{\gamma^2} - \frac{v_x^2}{c^2}$$

(5.22)
Knowing \( v_x \) from Eq. (5.19), we can solve for \( v_z \):

\[
\frac{v_z^2}{c^2} = 1 - \frac{1}{\gamma^2} - \frac{K^2}{\gamma^2} \sin^2 \left( \frac{2\pi z}{\lambda_u} \right)
\]

To first order in the small parameter \( K/\gamma \),

\[
\frac{v_z}{c} = 1 - \frac{1}{2\gamma^2} - \frac{K^2}{2\gamma^2} \sin^2 \left( \frac{2\pi z}{\lambda_u} \right)
\] (5.23a)

where \( \sin^2 k_u z = \frac{1}{2}(1 - \cos 2k_u z) \), and thus

\[
\frac{v_z}{c} = 1 - \frac{1}{2\gamma^2} + \frac{K^2}{4\gamma^2} \cos 2k_u z
\] (5.23b)

Hence, the axial velocity (z-direction) has a reduced average component and a component oscillating at twice the magnet spatial frequency. By averaging over a single period, we can determine the average axial velocity, which plays a major role in the relativistic transformations. Defining an average quantity

\[
\bar{v}_z \equiv \frac{L}{T} = \frac{L}{\int_0^L dz/v_z}
\] (5.24)

where \( v_z \) is given in Eq. (5.23b) and where \( T \) is the time required for the electron to travel a distance \( L = N\lambda_u \). Then

\[
\bar{v}_z = c \left[ 1 - \frac{1 + K^2/2}{2\gamma^2} \right] \left[ \frac{L}{\int_0^L dz} \right]
\]

where

\[
\alpha = \frac{K^2}{4\gamma^2 \left[ 1 - \frac{1 + K^2/2}{2\gamma^2} \right]}
\]

Expanding the denominator of the integral to second order in the small parameter \( \alpha \), one obtains

\[
\bar{v}_z = c \left[ 1 - \frac{1 + K^2/2}{2\gamma^2} \right] \left( 1 - \frac{\alpha^2}{2} \right)
\]

where the \( \alpha^2 \) term is of order \( 1/\gamma^4 \) and thus can be ignored, so that the average axial velocity at finite \( K \) is given by

\[
\frac{\bar{v}_z}{c} = 1 - \frac{1 + K^2/2}{2\gamma^2}
\] (5.25)
From this, we can define an effective axial value of the relativistic factor,

$$\gamma^* \equiv \frac{\gamma}{\sqrt{1 + K^2/2}}$$

(5.26)

where the asterisk (*) refers to the reduction of the relativistic contraction factor by an amount $\sqrt{1 + K^2/2}$. Hence Eq. (5.25) can be rewritten as

$$\frac{\vec{v}_z}{c} = 1 - \frac{1}{2\gamma^*}$$

(5.27)

As a consequence, the observed wavelength in the laboratory frame of reference is modified from that given in Eq. (5.12), now taking the form

$$\lambda = \frac{\lambda_u}{2\gamma^*} (1 + \gamma^{*2}\theta^2)$$

that is, the Lorentz contraction and relativistic Doppler shift now involve $\gamma^*$ rather than $\gamma$. Expanding $\gamma^*$ according to Eq. (5.26), one has

$$\lambda = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} \right) \left( 1 + \frac{\gamma^2}{1 + K^2/2} \theta^2 \right)$$

or

$$\lambda = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} + \gamma^2\theta^2 \right)$$

(5.28)

where we recall that $K \equiv eB_0\lambda_u/(2\pi mc)$. Equation (5.28) is the undulator equation, which describes the generation of short (x-ray) wavelengths through the factor $\lambda_u/2\gamma^2$, magnetic tuning through $K^2/2$, and off-axis wavelength variations through $\gamma^2\theta^2$. Note that wavelength tuning through variations of $K$ requires changing the magnet gap. This is more desirable than $\gamma$-tuning, as it affects only the desired experimental station on a multi-undulator storage ring (see Figure 5.5). In practical units the wavelength $\lambda$ and corresponding photon energy $E = 2\pi hc/\lambda$ are given by

$$\lambda_{\text{(nm)}} = \frac{1.306\lambda_u(\text{cm}) \left( 1 + \frac{K^2}{2} + \gamma^2\theta^2 \right)}{E^2_{\text{e}}(\text{GeV})}$$

(5.29a)

and

$$E(\text{keV}) = \frac{0.9496E^2_{\text{e}}(\text{GeV})}{\lambda_u(\text{cm}) \left( 1 + \frac{K^2}{2} + \gamma^2\theta^2 \right)}$$

(5.29b)

where $\lambda_u$ is to be given in centimeters and the electron energy $E_e$ in GeV.
5.4.2 Comments on Undulator Harmonics

In addition to modifying the observed wavelength of the fundamental [as given by Eq. (5.28)], the effect of transverse oscillations introduces higher harmonics into the motion. We will see that the harmonic amplitudes scale as $K^n$, where $n$ is the harmonic number. These higher harmonics of the radiation will occur at frequencies $n\omega_1$ and wavelengths $\lambda_1/n$. Because short wavelengths are difficult to generate, harmonics are of great interest, especially since they are a natural consequence of the motion. Harmonics are frequently used to extend the photon energy range of a given undulator or facility.

We begin by considering second harmonic motion. From Eq. (23b) – repeated below – we have

$$\frac{v_z}{c} = 1 - \frac{1 + K^2/2}{2\gamma^2} + \frac{K^2}{4\gamma^2} \cos \left(2 \cdot \frac{2\pi z}{\lambda_u} \right)$$

This expression displays both the decreased axial velocity and an axial velocity modulation at twice the fundamental frequency. This is referred to as a second harmonic of the motion and is illustrated in Figure 5.17. If the first order (fundamental) motion leads to radiation at frequency $\omega_1'$ in the electron frame, then the axial harmonic will radiate at $\omega_2' = 2\omega_1'$; hence, it is called second harmonic radiation. Note that the magnitude of the second harmonic term scales as $K^2$.

Note that the second harmonic oscillations of the electron are at right angles to the fundamental oscillations. That is, the fundamental radiation results from oscillations in the x-direction, while the second harmonic (and other even harmonics) result from oscillations in the z-direction. As a result, the polarization is different. Additionally, when transformed to the laboratory frame, the angular distributions will be different. Figure 5.18 illustrates the radiation patterns of the fundamental and second harmonics.

If we further analyze details of the electron motion, we will find that for larger $K$-values, $K \geq 1$, additional harmonics will appear due to the continued mixing of harmonic motions. As $K$ increases, this mixing will eventually lead to a strongly non-sinusoidal wiggler limit. In all cases, the observed wavelengths will be governed by an extension of the undulator equation:

$$\lambda_n = \frac{\lambda_u}{2\gamma^2 n} \left(1 + \frac{K^2}{2} + \gamma^2 g^2\right)$$  \hspace{1cm} (5.30)
Due to the increased number of cycles, the relative spectral bandwidth is also improved, viz.,

\[
\left( \frac{\Delta \lambda}{\lambda} \right)_n = \frac{1}{nN}
\]  

where \( n \) is the harmonic number and \( N \) is the number of magnetic periods.

From Figure 5.18, we see that the even harmonics radiate a pattern that peaks off axis and has zero intensity on axis. (Note that within a full electron bunch, this will be modified due to random individual motions slightly off axis, i.e., to finite phase space effects.) As a consequence, the even harmonics tend to be relatively weak on axis and, upon transformation to the laboratory frame, radiate into a hollow cone of radiation. We will see later that this cone has less interesting coherence and brightness properties. On the other hand, the odd harmonics (\( n = 1, 3, 5, \ldots \)) radiate on axis with a narrow spectrum and into a narrow forward cone. Hence, they are quite interesting as sources of high brightness and partially coherent x-rays. We will return to this subject in Section 5.5.

### 5.4.3 Power Radiated in the Central Radiation Cone

The undulator equation (5.28) tells us the wavelength of radiation as a function of magnet period \( \lambda_u \), magnet deflection parameter \( K \), electron energy \( \gamma \) (in rest energy units), and polar angle of observation \( \theta \). Now we would like to calculate the amount of power radiated. A natural and interesting choice is to calculate the power radiated into the central radiation cone, of half angle \( \theta_{\text{cen}} \), which we can identify with a relative spectral bandwidth \( \lambda / \Delta \lambda \simeq N \), where \( N \) is the number of magnetic periods and thus the number of oscillations the electron executes in traversing the undulator. This has a natural appeal, common to our experience with other physical phenomena involving oscillators, gratings, etc., which we embody mathematically in our time–frequency and space–angle transformations. The choice of a central radiation cone containing the \( 1/N \) relative spectral bandwidth is also interesting because applications of undulator radiation generally involve the use of narrow bandwidth, quasi-monochromatic radiation, and the \( 1/N \) bandwidth is as small as one can obtain without use of a monochromator.

---

1In practice this narrowed spectral bandwidth is limited to the first few harmonics due to electron energy spread \( (\Delta \gamma) \) in a many-electron beam. Typically \( \Delta \gamma / \gamma \) is of order \( 10^{-3} \) in a modern storage ring.

2In fact the \( 1/N \) value is idealistic in that in practice one utilizes radiation from a multi-electron bunch for which there is an angular divergence due to the slightly varying electron trajectories. In specific cases considered later in this chapter, this typically contributes an additional broadening to the relative spectral bandwidth.
In Section 5.3.3 we used a simplified version of the undulator equation to introduce the concept of a central radiation cone, finding that for a bandwidth $1/N$ the cone half angle is $1/\gamma \sqrt{N}$. Having reconsidered electron motion in an undulator of finite $K$ (Section 5.4.1), we can now follow the same arguments using the corrected undulator equation (5.28), viz.,

$$\lambda = \frac{\lambda_u}{2\gamma^2} \left( 1 + \frac{K^2}{2} + \gamma^2 \theta^2 \right)$$

Writing this equation twice, once for a wavelength $\lambda_0$ corresponding to $\theta = 0$, and once for an off-axis angle $\theta_{cen}$ such that it encompasses a full bandwidth $\Delta \lambda$, subtracting the two equations and normalizing (as was done in Section 5.3.2, but now for finite $K$), one obtains a corrected formula for the central radiation cone

$$\theta_{cen} = \frac{1}{\gamma^* \sqrt{N}} = \frac{\sqrt{1 + K^2/2}}{\gamma \sqrt{N}}$$

(5.32)

of a single electron, containing a relative spectral bandwidth $\Delta \lambda/\lambda = 1/N$, where $\gamma^* = \gamma/\sqrt{1 + K^2/2}$, as defined earlier in Eq. (5.26). Thus for finite $K$ there are not only longer wavelengths at each angle, but also an enlargement of the central radiation cone. We can trace both effects to the reduced average axial velocity of the electron for finite $K$, and thus to reduced effects of the angle dependent relativistic Doppler shift. A further discussion of spectral bandwidth is presented in Section 5.4.4.

Our task now is to calculate the power radiated within the central cone, at the fundamental frequency only. In later sections we will calculate other details, including the total power radiated. Our approach will be to use our knowledge of classical dipole radiation, as considered earlier in Chapter 2. We might ask how this can be done in a situation involving highly relativistic motion. The technique is to transfer the calculation to the frame of reference moving with the average electron velocity. In this frame of reference the electron motion is non-relativistic, at least for modest $K$, and the oscillation amplitude is small compared to the wavelength (in the frame of reference in which the calculation is made), as it should be for the dipole approximation to be valid. Having the desired power calculations, the results are then Lorentz transformed back to the laboratory (observer) frame of reference using straightforward but relativistically correct angular relationships given in Appendix F. This procedure gives us maximum leverage on the use of classical radiation results, and provides very valuable insights to the most important properties of undulator radiation. The process is outlined in Table 5.4.

Following the procedure outlined in Table 5.4, the electron velocity in the laboratory frame of reference has been derived, from Newton’s second law of motion, as Eq. (5.19),

$$v_x = \frac{Kc}{\gamma} \sin \frac{2\pi z}{\lambda_u}$$

which we can write as

$$v_x = \frac{Kc}{\gamma} \sin k_u z$$

To obtain the acceleration we need $v_x$ as a function of time. To first order we assume that
TABLE 5.4. An outline of the procedure for calculating power radiated by relativistic electrons traversing a periodic undulator. Electron motion is determined in the laboratory frame of reference. A Lorentz transformation to the frame of reference moving with the average electron velocity permits the use of classical dipole radiation (Chapter 2), as the electron motion is non-relativistic in this frame. The dipole radiation results are then Lorentz transformed back to the laboratory frame of reference.

<table>
<thead>
<tr>
<th>x, z, t laboratory frame of reference</th>
<th>x', z', t' frame of reference moving with the average velocity of the electron</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="" alt="Diagram" /></td>
<td><img src="" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Determine x, z, t motion:

\[
\frac{dp}{dt} = -e(E + v \times B)
\]

\[
m\gamma \frac{dv}{dt} = e \frac{dz}{dt} B_0 \cos \frac{2\pi z}{\lambda_u}
\]

\[
v_x(t); a_x(t) = \cdots
\]

\[
v_z(t); a_z(t) = \cdots
\]

\[
\theta_{cen} = \frac{1}{\gamma^*/N}
\]

\[
\frac{dP}{d\Omega} = 8\gamma^2 \frac{dP'}{d\Omega'}
\]

\[
\frac{dP'}{d\Omega'} = \frac{e^2 c^4}{\epsilon_0 \lambda_u^2} \left( 1 - \sin^2 \theta' \cos^2 \phi' \right) \cos^2 \omega' u' t'
\]

Dipole radiation:

\[
N_e\text{ uncorrelated electrons:}
\]

\[
N_e = \frac{IL}{ec}, L = N\lambda_u
\]

\[
\bar{P}_{cen} = \frac{\pi c^2 \gamma^2 I}{\epsilon_0 \lambda_u} \frac{K^2}{1 + K^2/2}
\]

\[
z \simeq \bar{v}_z t = \beta^* c t, \text{ where } \bar{v}_z \text{ is the average electron velocity in the } z\text{-direction and } \beta^* \text{ is very close to unity. The velocity can then be written as}
\]

\[
v_x \simeq \frac{K c}{\gamma} \sin k_u \beta^* c t = \frac{K c}{\gamma} \sin \omega_u t
\]
Lasing at short wavelengths in the EUV and soft x-ray regions of the spectrum is achieved in hot dense plasmas. Temperatures of several hundred electron volts to above 1 keV are required to collisionally excite atoms (ions) to the required energy levels. As these are well above the binding energies of outer electrons, the atoms are necessarily ionized to a high degree. Upper state lifetimes are typically measured in picoseconds, so that energy delivery (pumping) must be fast. As a result high power infrared, visible, and ultraviolet lasers are generally employed to create and heat the plasma, although in some cases fast electrical discharges are employed. Population inversion is generally accomplished through selective depopulation, rather than selective population. High gain lasing requires a high density of excited state ions, thus mandating a high density plasma. Preferred electron configurations are hydrogen-like (single electron, nuclear charge +Z e), neon-like (10 electrons), and nickel-like (28 electrons) ions, which tend to have a large fraction of the plasma ions in a desired ionization state. The short lifetime of hot dense plasmas limits the effectiveness of cavity end mirrors, so that in general these are high gain single pass lasers, albeit with some exceptions. Lacking multipass mode control, short wavelength lasers typically are far from diffraction limited. Temporal coherence lengths, set largely by ion Doppler line broadening, are typically $10^4$ waves. The pumping power necessary to produce short wavelength lasers scales as $1/\lambda^4$. Recent high gain experiments demonstrate a capability for saturated lasing throughout much of this spectral region.
Chapter 8

COHERENCE AT SHORT WAVELENGTHS

\[ l_{coh} = \frac{\lambda^2}{(2 \Delta \lambda)} \] [temporal (longitudinal) coherence] \hspace{1cm} (8.3)

\[ d \cdot \theta = \frac{\lambda}{2\pi} \] [spatial (transverse) coherence] \hspace{1cm} (8.5)

or \[ d \cdot 2\theta \big|_{\text{FWHM}} = 0.44 \lambda \] \hspace{1cm} (8.5*)

\[ P_{coh,N} = \frac{(\lambda/2\pi)^2}{(d \cdot \theta_x)(d \cdot \theta_y)} P_{con} \] \hspace{1cm} (8.6)

\[ P_{coh,\lambda/\Delta\lambda} = \frac{e^{\lambda/2\pi}(\Delta\lambda/\lambda)^2}{8\pi c \sigma_0 (d \cdot \theta)} \left[ 1 - \frac{\hbar \omega}{\hbar \omega_0} \right] f(K) \] \hspace{1cm} (8.9)

\[ P_{coh} = \frac{(\lambda/2\pi)^2}{(d \cdot \theta_x)(d \cdot \theta_y)} P_{laser} \] \hspace{1cm} (8.11)
Whereas spatially and temporally coherent radiation is plentiful at visible wavelengths due to the availability of lasers, it is just becoming available at shorter wavelengths. In this chapter we review the concepts of spatial and temporal coherence, some applications that require radiation with these properties, and methods to generate spatially and spectrally filtered radiation at extreme ultraviolet, soft x-ray, and x-ray wavelengths.

8.1 CONCEPTS OF SPATIAL AND TEMPORAL COHERENCE

The ability to focus radiation to the smallest possible spot size, to propagate it great distances with minimal divergence, to encode wavefronts, and in general to form interference patterns, requires well-defined phase and amplitude variations of the fields throughout the regions of interest. In general, simple phase distributions approaching those of plane or spherical waves are of greatest interest in those applications. Real laboratory sources, especially at very short wavelengths, generally radiate fields with more complex phase relationships that are well defined over only limited spatial and temporal scales. This brings us to the subject of coherence, its technical definition, and various convenient measures.

Coherence in our daily lives refers to a systematic connection or logical relationship between events, actions, or policies. In physics the word implies similar relationships among the complex field amplitudes used to describe electromagnetic radiation. Mathematically, one utilizes a mutual coherence function, $\Gamma$, as a measure of the degree to which the electric field at one point in space can be predicted, if known at some other point, as a function of their separation in space and time:

$$\Gamma_{12}(\tau) \equiv \langle E_1(t+\tau)E_2^*(t) \rangle$$

where $E_1$ and $E_2$ are the electric fields at points 1 and 2, and $\tau$ is the time delay. The angular brackets denote an expectation value, or a time average of the indicated product. It is often convenient to introduce a normalized complex degree of coherence, $\gamma_{12}$, again in scalar form, as

$$\gamma_{12}(\tau) = \frac{\Gamma_{12}(\tau)}{\sqrt{\langle |E_1|^2 \rangle \langle |E_2|^2 \rangle}}$$

where the normalizing factors in the denominator are clearly related to the local intensities at the respective points, as was discussed in Chapter 2, Section 2.3. Thus, for example, in the case of a uniform plane wave, of very well-defined frequency, if the electric field is known at any given space–time point, it can be predicted everywhere else with certainty. As we quantify this later for real physical systems, we will consider this uniform plane wave as coherent radiation, meaning that $|\gamma| = 1$ everywhere. The counterexample would be one in which there were a large number of atoms moving randomly and radiating independently, at various frequencies, so that fields at the two separated points have almost no relationship. In this case the resultant degree of coherence, $\mu$, approaches zero, and the fields are considered incoherent.

One could write similar functions to describe amplitude and phase correlations in other physical systems. For a well-behaved water wave, for instance, one would expect the surface amplitude to be predictable over great distances, so that $|\gamma|$ would be near unity, implying a high degree of coherence, over much of the observed field. On the other hand, the introduction of randomly thrown pebbles would create a jumble of uncorrelated disturbances, so that $|\gamma|$
would approach zero in the immediate vicinity, leading us to conclude that the fields in this vicinity were largely incoherent.

To introduce the concept of a **coherence region**, we consider first the rather visual example of soldiers marching across a field. The coherent limit corresponds to all the soldiers in perfect step. In the presence of a strong wind, however, some soldiers might not hear the leader calling the cadence. In this case those soldiers close enough to hear would remain in step, while those further away would become out of step—so there would be a region of coherence near the leader. The distance over which there is a reasonable expectation that the soldiers were marching in step could be called a “coherence length.” Note that the coherence length need not be the same in all directions, in this case being dependent on wind direction. The complete absence of cadence would result in uncorrelated stepping, a state of incoherence where $|\gamma|$ goes to zero for the smallest separations, and where the coherence length is essentially zero. In the following paragraphs we will attempt to provide measures of the distances over which electromagnetic fields can be expected to be well correlated, and thus useful for interference experiments as discussed in the first paragraph of this chapter.

In the theoretical limit of a point source oscillating at a single frequency for all time, from minus infinity to plus infinity, the radiated field quantities would be perfectly correlated everywhere. That is, if one knew the electric field amplitude and phase at a given point and time, one would know these quantities at all points and for all time. In this limiting case the radiation field is said to be **coherent**. Real physical sources, however, are made up of spatially distributed radiators that emit with a finite spectral bandwidth for a finite period of time. Consequently, well-defined phase relationships between field amplitudes are in practice restricted to a finite **region of coherence**.

Real sources are neither fully coherent nor fully incoherent, but rather are **partially coherent**.\(^1\) In Figure 8.1(a) the point source radiates fields that are perfectly correlated, and thus coherently related everywhere. In Figure 8.1(b) a source of finite size and spectral bandwidth, restricted to radiate over a limited angular extent, generates fields with strong phase and amplitude correlation over only a limited extent. This brings us again to notions of “regions of coherence” and “coherence time”: that is, spatial and temporal measures over which the fields are well correlated. In cases where there is a well-defined direction of propagation, it is convenient to decompose the region of coherence into orthogonal components, one in the direction of propagation and one transverse to it, as illustrated in Figure 8.2. Throughout the remainder of this chapter we will confine ourselves to the subject of partially coherent radiation in which there is a relatively well-defined direction of energy transport.

In the direction of propagation it is common to introduce a longitudinal, or **temporal**, coherence length $l_{\text{coh}}$, over which phase relationships are maintained. For a source of bandwidth

---

**Figure 8.1.** (a) Fully coherent radiation from a point source oscillator, which oscillates for all time. Note the circular or spherical nature of the outgoing waves. (b) Partially coherent radiation from a source of finite size, emission angle, and duration. Note that the outgoing radiation only approximates circular or spherical waves.
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Transverse (spatial) coherence

Longitudinal coherence length
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**FIGURE 8.2.** Transverse and longitudinal coherence.

**FIGURE 8.3.** (a) Spectral bandwidth and (b) coherence length: destructive interference due to finite spectral bandwidth for radiation of wavelength $\lambda$ and spectral bandwidth $\Delta \lambda$.

For $\Delta \lambda$, one can define a coherence length

$$l_{coh} = \frac{\lambda^2}{2 \Delta \lambda}$$

(8.3)

where $\Delta \lambda$ is the spectral width, as discussed by several authors. The relationship between longitudinal coherence length (e.g., in the direction of propagation) and spectral bandwidth is illustrated in Figure 8.3. Here the coherence length is taken as that distance that results in two waves, of wavelength difference just equal to the bandwidth $\Delta \lambda$, becoming 180° out of phase. Over such a distance one would expect the waves emanating from a source of continuous spectral width to become largely uncorrelated, and thus not contribute significantly to a well-defined interference pattern. Equation (8.3) follows from Figure 8.3 on writing $l_{coh} = N\lambda$ for the first wave and $l_{coh} = (N - \frac{1}{2})(\lambda + \Delta \lambda)$ for the spectrally shifted wave, which executes one-half less oscillation (one-half fewer wavelengths) to travel the same distance, and then equating the two to solve for the “number of waves of coherence,” $N = \lambda/(2 \Delta \lambda)$. Equation (8.3) then follows on multiplying $N$ by the wavelength, giving the coherence length for which radiation of continuous bandwidth $\Delta \lambda$ becomes substantially dephased. The resultant numerical factor of $\frac{1}{2}$ appearing in Eq. (8.3) is somewhat arbitrary as obtained here, as it depends on the criteria selected. The numerical factors’ dependence on spectral line shape is discussed by Goodman in his Section 5.1.3. In the experimental formation of interference (fringe) patterns by amplitude dissection (e.g., using a beamsplitter) and recombination, as in interferometry and holography, it is essential that differences in propagation length...
be less than the coherence length; otherwise high contrast interference patterns will not be obtained.

Transverse, or spatial, coherence is related to the finite source size and the characteristic emission (or observation) angle of the radiation. In this case one is interested in phase correlation in planes orthogonal to the direction of propagation. It is instructive to consider the relationship of spatial coherence to spherical waves in the limit of phase being perfectly correlated everywhere. Clearly this limit corresponds to concentric spherical waves with constant phase across every spherical surface and with phase maxima separated by a wavelength in the outward propagation direction. Although somewhat restrictive, we consider the spherical case because it is common to our experience and yields a clear physical insight. Again we consider only a small portion of the spherical wave propagating in a relatively well-defined direction. With some appropriate bandwidth, and thus finite coherence length, such a spherical wave could provide a reference wave for encoding complex wavefronts, as in holography. Near-spherical waves can be focused to a spot size approaching finite wavelength limits, as in a scanning microscope, or collimated to travel with minimal divergence for use in precision diffraction experiments.

Full spatial coherence, the situation in which phase is perfectly correlated at all points transverse to the propagation direction, can be achieved with a spherical wavefront, which we associate with a point source. We might then ask, “How small is a point source?” or more accurately, “How small must the source be to produce wavefronts suitable for our purpose?” and “How small must our undulator electron beam or x-ray laser aperture appear to be in order to provide spatially coherent radiation?” We can obtain a simple estimate based on Heisenberg’s uncertainty principle

$$\Delta x \cdot \Delta p \geq \hbar / 2$$

(8.4)

Here $\Delta x$ is the uncertainty in position and $\Delta p$ the uncertainty in momentum, both being single-sided rms ($1/\sqrt{\pi}$) measures of Gaussian probability distributions. Using Eq. (8.4), we can determine the smallest source size $d$ resolvable with finite wavelength $\lambda$ and observation half angle $\theta$. For photons the momentum is $\hbar k$, where the scalar wavenumber $|k|$ is $2\pi/\lambda$. If the relative spectral bandwidth $\Delta \lambda / \lambda$, which is equal to $\Delta k / k$, is small, then the uncertainty in momentum, $\Delta p = \hbar \Delta k$, is due largely to the uncertainty in direction $\theta$, so that for small angles $|\Delta p| = \hbar k \Delta \theta$. Substituting into the uncertainty relation (8.4)

$$\Delta x \cdot \hbar k \Delta \theta \geq \hbar / 2$$

and noting that $k = 2\pi / \lambda$, one has

$$\Delta x \cdot \Delta \theta \geq \lambda / 4\pi$$

Identifying the source diameter as $d = 2 \Delta x$ and the divergence half angle $\theta$ with the uncertainty $\Delta \theta$, as illustrated in Figure 8.4, we obtain the limiting relationship

$$d \cdot \theta = \lambda / 2\pi$$

(8.5)

which determines the smallest source size we can discern; that is, within the constraints of physical law we would not be able to tell if our “point” source were any smaller. We recall from Eq. (8.4) that this relationship is for Gaussian rms quantities ($d$ and $\theta$). For non-rms
measures the numerical factor \((1/2\pi)\) will be different.\(^*\) Radiation satisfying the equality \((8.5)\) is said to be \textit{diffraction limited} – that is, limited by the finite wavelength and observation angle (or numerical aperture \(\theta\)). To generate a spatially coherent spherical wave we must develop a source – at x-ray wavelengths – that approaches the limiting values set by Eq. \((8.5)\). For symmetry purposes some researchers prefer to introduce a “spatial coherence length,” rather than \(\theta\). This would clearly depend on distance \(z\) from the source; e.g., if one defines \(l_{\text{transverse}} \equiv z\theta\), one has

\[
l_{\text{transverse}} = \frac{z\lambda}{2\pi d}
\]

In this text, we will confine ourselves to the use of the space–angle relationship given in Eq. \((8.5)\).

For comparison, a laser radiating in a single transverse mode TEM\(_{00}\) satisfies this same condition when the waist diameter \(d\) and far-field divergence half angle \(\theta\) are written in terms of rms quantities, as illustrated in Figure 8.5. For a spherical wave propagating with a Gaussian intensity distribution, \(I/I_0 = \exp(-r^2/2r_0)\), where \(r_0\) is the \(1/\sqrt{e}\) waist radius at the origin \((z = 0)\), the intensity distribution grows with a \(1/\sqrt{e}\) radius given by\(^5\),\(^6\)

\[
r(z) = r_0 \sqrt{1 + \left(\frac{\lambda z}{4\pi r_0^2}\right)^2}
\]

Thus in the far field, where \(z \gg 4\pi r_0^2/\lambda\), the \(1/\sqrt{e}\) divergence half angle is

\[
\theta = \frac{r(z)}{z} = \frac{\lambda}{4\pi r_0}
\]

\(^*\)For Gaussian intensity distributions measured in terms of FWHM diameter \((d)\) and FWHM angle \((2\theta)\), the equivalent relation is \((d \cdot 2\theta)_{\text{FWHM}} = \frac{2\ln 2}{\pi} \lambda = 0.441\lambda\), or approximately \(\lambda/2\).
With a waist diameter $d = 2r_0$, this TEM$_{00}$ laser cavity mode exhibits a waist diameter times far-field divergence half angle (both in terms of $1/\sqrt{e}$ measures) given by

$$d \cdot \theta = \frac{\lambda}{2\pi}$$

as found previously in Eq. (8.5) on the basis of Heisenberg’s uncertainty principle.

In summary, we now have two convenient relationships by which to gauge the coherence properties of a radiation field for the purpose of conducting phase sensitive interference experiments, Eqs. (8.3) and (8.5):

$$l_{coh} = \frac{\lambda^2}{2 \Delta \lambda} \quad \text{(temporal or longitudinal coherence)}$$

and

$$d \cdot \theta = \frac{\lambda}{2\pi} \quad \text{(spatial or transverse coherence)}$$

In the next section we will use these measures to determine what fraction of radiated power, or photon flux, from a given source is useful for experiments requiring spatially or temporally coherent radiation within required bounds.

### 8.2 Examples of Experiments that Require Coherence

As discussed in the preceding section, radiation from a real physical source cannot be truly coherent, because of both the finite spectral width and the finite physical extent. Nonetheless, in many experiments we require a high degree of coherence across only a limited region, and as a consequence may wish to employ spatial and temporal filtering techniques. For example, if one wishes to focus radiation to the smallest possible spot size, at a given wavelength ($\lambda$) and lens numerical aperture, the lens must be coherently illuminated, as illustrated in Figure 8.6.

Such focusing is essential for the achievement of highest spatial resolution in a scanning x-ray microscope, a topic we take up in Chapter 9. The advantage of scanning x-ray microscopy is that it is capable of achieving significantly smaller focal spots than are achievable with visible or ultraviolet radiation, and thus it is becoming a widely used tool for the study of material surfaces, chemical fibers, and biological materials. For the case of the smallest possible focal spot size, the lens forms a wavelength-limited image of the source. This process is referred to as **diffraction limited** focusing because the intensity distribution in the focal region is limited by the finite wavelength and lens numerical aperture, rather than the actual source size. This is, of course, a limiting case. For a larger source size the image would simply be demagnified by the ratio $M = q/p$, where $q$ is the source to lens distance, $p$ is the lens to image distance, and these are related to the lens focal length $f$ by the reciprocal thin lens equation $1/f = 1/p + 1/q$. In the diffraction limited case, however, the source size $d$ is sufficiently small that the radiation intercepted by the lens (see $\theta$ in Figure 8.6) approximately satisfies the spatial coherence condition set by Eq. (8.5), or its equivalent. In this case the focal
FIGURE 8.6. Diffraction limited focusing – that is, limited only by the finite wavelength and lens numerical aperture (NA) – requires a perfect lens and coherent illumination. The refractive lens shown is for illustration only. At x-ray wavelengths this would require diffractive or reflective optics, such as a Fresnel zone plate or a multilayer coated spherical mirror. In a scanning microscope a sample would be placed at the focus and raster scanned with a suitable translation stage while observing an appropriate signal such as transmitted x-rays, fluorescent emission of characteristic radiation, or photoelectrons. The spatial resolution of the measurement would be set by the focal spot size, assuming this is not compromised by lens imperfections, mounting-related aberrations, improper illumination, or scanning stage limitations such as placement accuracy or non-uniform dwell times.

FIGURE 8.7. A possible approach to off-axis x-ray holography, which would require spatially and temporally coherent radiation to achieve high contrast interference patterns.

region intensity pattern approximate an Airy pattern, with a focal region radius to the first null given by $0.61 \lambda/NA$. The fact that this is a spherical wave illumination, rather than a plane wave illumination, simply moves the focal plane to a conjugate point determined by the thin lens equation for finite source distance $q$. Departures from spatially coherent illumination of the lens, due to finite source size and divergence, are addressed in Section 8.6.

A second example in which coherence plays an important role is that of encoding complex wavefronts, as in holography. A typical setup, such as might be used with a weak x-ray scattering object, is shown in Figure 8.7. The incident wave is shown illuminating a flat mirror and a nearby object. After reflection from the multilayer mirror, the radiation propagates
toward the recording medium, and is referred to now as the reference wave. In the presence of a weakly scattering object, secondary radiation is scattered in all directions, although Figure 8.7 shows only that portion directed toward the recording plane.

To form an interference pattern in the plane of the recording medium, the reference and scattered waves must maintain a time averaged phase relation, that is, the detected fields must at every point in this plane have a complex degree of coherence [Eq. (8.2)] of order unity, or some fraction thereof, in order to form a recordable interference pattern. Because a complex object, such as the double stranded structure in Figure 8.7, redirects radiation at various angles, leading to a complex jumble of interacting waves at the detector, it is essential that the incident and reference wavefronts maintain a simple variation across the field, such as with the spherical wavefront invoked for development of the spatial coherence condition [Eq. (8.5)], so as to provide a clear mechanism for wavefront encoding and subsequent decoding, or reconstruction, with a similar spherical wavefront. Furthermore, to ensure high contrast encoding (interference) it is essential that all path lengths from the source (not shown) to the detector be equal to within a longitudinal coherence length [Eq. (8.3)], \( \lambda_{coh} = \frac{\lambda^2}{2 \Delta \lambda} \), whether that path involves a reflection from the mirror or scattering from the object. The latter condition must be satisfied at every point in the detector plane. Having satisfied these conditions, and with sufficient coherent photon flux or power, a suitable interference pattern can be produced and recorded with an appropriate detector.

In general, the interference pattern at x-ray wavelengths will be characterized by a very fine spatial scale, of order \( \frac{\lambda}{\sin \alpha} \), where \( \alpha \) is the angle between reference and scattered waves. The geometry of Figure 8.7 is designed to keep these two waves nearly collinear (small \( \alpha \)), but sufficiently separated to permit an unambiguous reconstruction — an attribute of off-axis holography. Note that the selected geometry imposes a condition whereby the angle of recorded scattering, which is due to spatial features of the sample, is about equal to the change in direction of the reference wave, which is due to the spatial periodicity of the multilayer mirror. Thus by this technique one would expect, if successful, to image features in the sample with a scale size about equal to a multilayer period. By the Bragg condition discussed in Chapter 4, this is equal to \( \frac{\lambda}{\sqrt{2}} \) for a total turning angle of 90°.

This example, however, is presented here to illustrate ideas and concepts rather than to suggest its practical implementation. Although in principle it achieves a resolution equal to the wavelength, large angle x-ray scattering from a non-periodic structure can be expected to be weak. Success for such an experiment would require a high resolution \( \left( \frac{\lambda}{\sin \alpha} \right) \) detector with high (quantum) sensitivity, good dynamic range and linearity, and a radiation source capable of generating radiation with the requisite spatial and temporal coherence at sufficiently high coherent photon flux or coherent power. In the following section we discuss the procedures by which a partially coherent radiation field can be spatially and temporally filtered to achieve the desired degree of coherence. Early examples that demonstrate off-axis holography with a spatially and temporally filtered x-rays are presented in the literature by Aoki, Kikuta, Kohra, and their colleagues.9 Gabor holography is discussed by Howells, Jacobsen, Kirz, and their colleagues,10 and soft x-ray interferometry is discussed by Joyeaux and Pollack.11

A clever approach to atomic resolution holographic imaging of surface structures is based on the scattering and interference of fluorescence emission. Known as inside source holography, the technique does not require coherent illumination, but rather utilizes the inherent coherence of single atom emissions scattered off near neighbors. The resultant interference patterns are summed in the far field over the contributions of many atoms in an identical geometric lattice. First proposed for this application by Szöke, recent experiments are described by Fiagel, Tegze, Marchesini, and their colleagues in reference 9–101.
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FIGURE 8.8 (see Colorplate IX). Spatial and spectral filtering is illustrated as a procedure to produce coherent radiation, albeit at greatly diminished power, from an ordinary thermal source of visible light. In the nomenclature used here, \( d \) would be the diameter of the pinhole shown in part (d), and \( \theta \) would be the divergence half angle in part (d), set either by the radiation emission characteristics, by a downstream acceptance aperture, or by a lens. (From A. Schawlow, 12 Stanford University.)

8.3 SPATIAL AND SPECTRAL FILTERING

We concluded in Section 8.1 that the limiting condition of spatially coherent radiation is a space–angle product [Eq. (8.5)], or phase space\(^1\) volume

\[
d \cdot \theta = \frac{\lambda}{2\pi}
\]

where \( d \) is a Gaussian \( 1/\sqrt{e} \) diameter and \( \theta \) is the Gaussian half angle. All physical sources generate radiation of space–angle product larger than this, often considerably larger. At visible wavelengths, for instance, only lasers with intra-cavity mode control approach this limit, those operating in the so-called TEM\(_{00}\) mode.\(^5\) The question here is: what if your source generates radiation into a larger phase space, largely incoherent in nature, but you wish to use it for phase sensitive experiments that require a higher degree of coherence? Schawlow,\(^12\) in his article on lasers, introduces a very informative illustration to show how such radiation can be filtered, both spectrally and spatially, to obtain radiation of greatly improved coherence properties, albeit at the loss of considerable power.

The illustration is reproduced in part here in Figure 8.8. Shown is a typical thermal light bulb with an extended filament heated to a temperature such that many excited atoms randomly

\(^1\)This space–angle product is often referred to as a “phase space” volume. This derives from the study of dynamics, where particles are followed in a position–momentum phase space \((\Delta x, \Delta p)\). For photons \( p = \hbar k \), and for nearly monochromatic radiation the interval in momentum \( \Delta p = \hbar \Delta k \) becomes \( \Delta p = \hbar k \Delta \theta \), where \( \Delta \theta \) is transverse to \( k \). Thus for nearly monochromatic photons the interval of position–momentum phase space becomes \( \Delta x \cdot \Delta \theta \), which has a scalar minimum given by Eq. (8.5).
radiate a broad spectrum of white light – that is, radiate a continuum containing all colors of the spectrum visible to the human eye. The radiation is filtered in two ways. A pinhole is used [Figure 8.8(b)] to obtain spatially coherent radiation (over some angular extent), as set here by Eq. (8.5). A color filter is used [Figure 8.8(c)] to narrow the spectral bandwidth, thus providing a degree of longitudinal coherence, as described here in Eq. (8.3). Combining both the pinhole and the filter, one obtains radiation that is both spatially and temporally coherent, as is seen in Figure 8.8(d), but with a power that is only a small fraction of the total power radiated by the light bulb.

As Schawlow points out in his article, a visible light laser has the great advantage of providing these desired coherence properties, often with very long temporal coherence length (very narrow $\Delta \lambda / \lambda$), without compromising available power. As we have seen, however, this is a much greater challenge at x-ray wavelengths, both because the energetics make lasing at high photon energy more difficult, and because the very short wavelengths place great demands on the achievement of substantial spatial coherence [Eq. (8.5)]. As a consequence, lasing to date has been accomplished largely at the longer wavelengths of extreme ultraviolet (EUV) and soft x-rays, and has lacked spatial coherence. The techniques of spatial and spectral filtering are therefore very important, and are now commonly used at EUV through x-ray wavelengths. In the following section we discuss the use of spatial and temporal filtering of undulator radiation at powers sufficient to permit experimentation at these very short wavelengths.

### 8.4 SPATIAL AND SPECTRAL FILTERING OF UNDULATOR RADIATION

As an example of pinhole spatial filtering, Figure 8.9 illustrates how the technique is used to obtain spatially coherent radiation from a periodic undulator,\(^7\)\(^\text{,13}\) as was described in Chapter 5. The secret to success in this spatial filtering process is that the electron beam cross-section and divergence must be sufficiently small, so that a fair fraction of the radiated flux is able to pass through a pinhole–aperture combination for which $d \cdot \theta = \lambda / 2\pi$, as described earlier in Eq. (8.5). That is, viewed through an appropriate pinhole and angular aperture, the radiation must appear to come from a point source. Figure 8.9(a) depicts both the undulator and one form of a spatial filter. Within the indicated central radiation cone ($\theta_{\text{cen}}$), the emitted radiation is characterized by a relative spectral bandwidth $\lambda / \Delta \lambda$ equal to $N$, which is the number of magnet periods and thus the number of oscillations executed by the electrons as they traverse the magnet structure. Figure 8.9(b) shows the calculated power radiated within the central cone [Chapter 5, Eq. (5.41)] for an undulator at the Advanced Light Source ($E = 1.9$ GeV), which was described previously in Chapter 5, with parameters summarized in Chapter 5, Table 5.1.

In general the phase space of the central radiation cone is larger than the limiting condition [Eq. (8.5)] required for spatial coherence. That is, if we take a typical electron beam diameter of 100 $\mu$m and a typical central cone half angle of 50 $\mu$rad, the product $d \cdot \theta$ is 5 nm, generally much greater than $\lambda / 2\pi$ for EUV and soft x-ray wavelengths. Thus for experiments that require spatial coherence, a pinhole and angular acceptance aperture are introduced, as shown in Figure 8.9(a). This pinhole spatial filter is used to narrow, or filter, the phase–space of transmitted radiation, much as was illustrated in Figure 8.8. Filtering to $d \cdot \theta = \lambda / 2\pi$ requires the use of both a small pinhole ($d$) as shown, and some limitation on $\theta$, such that the product is equal to $\lambda / 2\pi$. For example, one could accept the full central cone ($\theta_{\text{cen}}$) and choose an appropriate pinhole diameter $d = \lambda / 2\pi \theta_{\text{cen}}$. Alternatively, one could use a downstream angular aperture (perhaps another pinhole or a lens) of acceptance angle $\theta < \theta_{\text{cen}}$, and choose $d$ accordingly. Both forms of spatial filter are used in practice.

To calculate the spatially coherent power transmitted by the pinhole spatial filter, one must consider the phase–space of the emitted radiation in both the vertical ($y$–$z$) and horizontal
FIGURE 8.9 (see Colorplate X). (a) Undulator radiation with a pinhole spatial filter. (b) Power in the central radiation cone ($\theta_{cen}, 1/N$ relative spectral bandwidth) for an 8 cm period undulator at the ALS (Table 5.1). (c) Time-averaged coherent power after spatial filtering ($d \cdot \theta = \lambda/2\pi$).

(x–z) planes, as the condition $d \cdot \theta = \lambda/2\pi$ must be satisfied for both. If the electron beam is elliptical, as was discussed in Chapter 5, Section 5.4.5, and illustrated in Figure 5.22, with major and minor diameters $d_x = 2\sigma_x$ and $d_y = 2\sigma_y$, and if the central radiation cone is also somewhat elliptical due to differences in the horizontal and vertical electron beam divergence, so that the characteristic half angles\(^1\) are $\theta_x$ and $\theta_y$, then the respective phase–space volume

\(^1\)In Eqs. (5.56) these were described as the “total” central cone half angles $\theta_{T,x} = \sqrt{\theta_{cen,x}^2 + \sigma_x'^2}$ and $\theta_{T,y} = \sqrt{\theta_{cen,y}^2 + \sigma_y'^2}$, where $\sigma_x'$ and $\sigma_y'$ are the respective measures of electron beam divergence in the two planes. For simplicity in this chapter we have replaced $\theta_{T,x}$ by $\theta_x$ and $\theta_{T,y}$ by $\theta_y$.\
containing the emitted power in the radiation cone, \( \bar{P}_{\text{cen}} \) of Eq. (5.41), will be \( (d_x \theta_x)(d_y \theta_y) \). The pinhole spatial filter must reduce both \( d_x \theta_x \) and \( d_y \theta_y \) to \( \lambda / 2 \pi \). The transmitted spatially coherent power\(^7\) will therefore be reduced, proportionally, to a value

\[
\bar{P}_{\text{coh},N} = \left( \frac{\lambda / 2\pi}{d_x \theta_x} \right) \left( \frac{\lambda / 2\pi}{d_y \theta_y} \right) \bar{P}_{\text{cen}}
\]  

(8.6)

where the horizontal \( (x) \) and vertical \( (y) \) phase–space filter factors are written separately to remind us that each alone has a maximum value of unity. In much of what follows we will assume that in both planes \( d \cdot \theta > \lambda / 2 \pi \), permitting some simplifications to the formulae.\(^6\)

We recall from Chapter 5, Eq. (5.41a), that

\[
\bar{P}_{\text{cen}} = \frac{\pi e \gamma^2 I}{\epsilon_0 \lambda_u} \cdot \frac{K^2}{(1 + K^2/2)^2} f(K)
\]

where \( I \) is the average current, \( \lambda_u \) is the undulator period, and \( f(K) \) is a finite-\( K \) correction factor of order unity which is given in Chapter 5, Eq. (5.41). The longitudinal coherence length is understood to be \( l_{\text{coh}} = \lambda^2/(2 \Delta \lambda) = N \lambda \) for \( N \) undulator periods and no further spectral filtering. This is consistent with our formulations of \( \bar{P}_{\text{cen}} \) and \( \theta_{\text{cen}} \), which are defined for a relative spectral bandwidth of \( \lambda / \Delta \lambda = N \). According to Eq. (8.6), the spatially coherent power can generally be expected to decline with a \( \lambda^2 \) behavior for shorter wavelengths. This phase–space scaling, however, is modified for undulator radiation by several factors that arise from the \( K \)-dependence of radiated power, involving the electrons’ transverse acceleration, reduced axial velocity, and electron beam divergence parameters.

To examine the wavelength dependence of coherent power further we note that \( \bar{P}_{\text{cen}} \) contains a factor \( K^2/(1 + K^2/2)^2 \) that is related to wavelength through the undulator equation [Eq. (5.28)]

\[
\lambda = \frac{\lambda_u}{2 \gamma^2} \left( 1 + \frac{K^2}{2} + \gamma^2 \theta^2 \right)
\]

For on-axis radiation \( (\theta = 0) \) one has

\[
\lambda = \frac{\lambda_u}{2 \gamma^2} \left( 1 + \frac{K^2}{2} \right)
\]

or more conveniently, in terms of photon energy \( (\hbar \omega = 2\pi \hbar c / \lambda) \),

\[
\hbar \omega = \frac{\hbar \omega_0}{1 + K^2/2}
\]

(8.7a)

where

\[
\hbar \omega_0 \equiv 4\pi \hbar c \gamma^2 / \lambda_u
\]

(8.7b)

\(^{6}\)The phase–space assumption \( d \cdot \theta > \lambda / 2 \pi \) is generally valid for the undulator radiation, but is near its limit (diffraction limited radiation) in the vertical plane for longer wavelength radiation at third generation facilities.
is the highest photon energy that can be radiated in the fundamental \((n = 1)\) by a given undulator, and that corresponds to the limiting case \(K = 0\). With some algebraic manipulation one can show that the three wavelength-dependent factors, \(\lambda^2\) due to the coherent phase–space constraint, \(K^2\) due to the transverse electron acceleration, and \((1 + K^2/2)^2\) due to the decreased axial velocity \((\gamma^+ = \gamma/\sqrt{1 + K^2/2})\) for finite \(K\), combine to give a photon energy dependence \((h\omega_0 - h\omega)/h\omega\), so that the spatially coherent power [Eq. (8.6)] for an undulator wavetrain of \(N\) cycles takes the form

\[
\tilde{P}_{\text{coh},N} = \frac{e\gamma u I}{8\pi \epsilon_0 d_x d_y \theta_x \theta_y y^2} \left( \frac{h\omega_0}{h\omega} - 1 \right) f\left(\frac{h\omega}{h\omega_0}\right) \tag{8.7c}
\]

where in terms of photon energy the finite-\(K\) correction factor [Eq. 5.41(d)] can be rewritten as

\[
f\left(\frac{h\omega}{h\omega_0}\right) = \frac{7}{16} + \frac{5}{8} \left(\frac{h\omega}{h\omega_0}\right) - \frac{1}{16} \left(\frac{h\omega}{h\omega_0}\right)^2 + \cdots \tag{8.8}
\]

Note that for magnetic tuning of the undulator through a range \(0 \leq K \leq 2\), the photon energy is varied by a factor of three, where now in terms of \(h\omega/h\omega_0\) the factor \(f(1) = 1\), while for instance \(f(1/2) = 0.65\). Equation (8.7), however, does not give the full story, as the product \(\theta_x \theta_y\) in the denominator may also contain a noticeable photon energy dependence, depending on the relative values of electron beam divergence \(\sigma'_{x,y}\) and the central cone half angle, \(\theta_{\text{cen}}\) [see the footnote below Eq. (8.6)]. For the case where the undulator condition \(\sigma'^2_{x,y} \ll \theta^2_{\text{cen}}\) is well satisfied, which corresponds to a relatively narrow spectral shape (see Figure 5.23), the product \(\theta_x \theta_y\) can be approximated as

\[
\theta_x \theta_y \simeq \theta^2_{\text{cen}} = \frac{1 + K^2/2}{\gamma^2 N}\]

which by Eq. (8.7a) becomes \(\theta_x \theta_y \simeq h\omega_0/h\omega \gamma^2 N\). The spatially coherent power in this important special case then takes the form

\[
\tilde{P}_{\text{coh},N} = \frac{e\gamma u I N}{8\pi \epsilon_0 d_x d_y} \left(1 - \frac{h\omega}{h\omega_0}\right) f\left(\frac{h\omega}{h\omega_0}\right) \left(\sigma'^2 \ll \theta^2_{\text{cen}}\right) \tag{8.9}
\]

An example of coherent power versus photon energy is given in Figure 8.9(c) for the case of an 8 cm undulator at the ALS, where \(\sigma'_x = 23\ \mu\text{rad}\), \(\sigma'_y = 3.9\ \mu\text{rad}\), and for \(K = 1\) (286 eV photon energy, 4.34 nm wavelength) the central cone half angle is 44 \(\mu\text{rad}\), so that the undulator condition is well satisfied. The values of \(d_x\) and \(d_y\) are 520 \(\mu\text{m}\) and 32 \(\mu\text{m}\), respectively. The spatially coherent fraction \((\lambda/2\pi)^2/d_x \theta_x d_y \theta_y\), given in Eq. (8.6), is \(1.3 \times 10^{-2}\) for this undulator at a wavelength of 4.34 nm (\(K = 1\), \(h\omega = 286\ eV\)). Thus the 1.4 W power in the central cone is reduced by spatial filtering to a value of 18 mW of spatially coherent power. According to Eq. (8.9), the coherent power is a linearly decreasing function of photon energy, going to zero at \(h\omega_0 = 428\ eV\). Although the curve in Figure 8.9(c) derives from the more general Eq. (8.7), it very closely follows the specialized form given in Eq. (8.9) for this case where \(\sigma'^2_{x,y} \ll \theta^2_{\text{cen}}\).
FIGURE 8.10. Spatially coherent average power within a $1/N$ relative spectral bandwidth for undulators at the Advanced Light Source and the Advanced Photon Source, previously described in Chapter 5, with electron beam parameters summarized in Table 5.1. Note that coherent power is shown for the ALS at 1.9 GeV, and for the APS at 7.0 GeV beam energy. Harmonics ($n = 3, 5$) can be used to bridge photon energies between those shown. Note that peak powers are nominally 54 times higher than average power values at the ALS, and 100 times higher than average power values at the APS.

Coherent power can be obtained at higher photon energies through the use of shorter undulator periods ($\lambda_u$) and higher electron beam energies. This point is illustrated in Figure 8.10, which shows spatially coherent power [Eq. (8.7)] versus photon energy for several undulator periods and differing electron beam energies at the two U.S. synchrotron radiation facilities described in Chapter 5 (Section 5.1 and Table 5.1). These curves are for a longitudinal coherence length $l_{coh} = N\lambda/2$, where $N$ is the number of periods for each specific undulator. Note that spatially coherent power of order 100 $\mu$W is achievable to photon energies as high as 10 keV at the Advanced Photon Source ($E = 7.0$ GeV).

The scaling of coherent power at high photon energy can best be appreciated through examination of Eq. (8.7), where $\theta_x$ and $\theta_y$ are retained as variables because at high values of $\gamma$, $\theta_{cen}$ is smaller and possibly comparable to $\sigma'_x$ and $\sigma'_y$. Typical values are given in Table 5.1. With $d_x$, $d_y$, $\theta_x$, and $\theta_y$ fixed or slowly varying, and with the factors $(\hbar\omega_0/\hbar\omega - 1) f(\hbar\omega/\hbar\omega_0)$ providing a local photon energy shape factor for a given undulator in the vicinity of its own $\hbar\omega_0$, the wavelength scaling of coherent power is dominated by $\lambda_u/\gamma^2$, which is proportional to $\lambda$, or inversely to photon energy, as seen on the more global scale of Figure 8.10. In the vicinity of $\hbar\omega_0$ for any given undulator, $\lambda_u$ and $\gamma$ are fixed and the dependence on photon
energy is dominated by the local shape factor described above. The absolute values of coherent power are also affected by the storage ring current $I$, which is generally less at higher beam energies. Again see Table 5.1 for typical values.

On a more global scale, the coherent power is observed in Figure 8.10 to scale roughly as $\lambda$, when corrected for differences in current. From Eq. (8.6) we expect coherent power to scale as $\lambda^2$, but higher values of $\gamma$ are required to reach shorter wavelengths, and the power in the central cone scales as $\gamma^2/\lambda_n$, or as $1/\lambda$, thus giving a net scaling proportional to $\lambda$, as seen in Figure 8.10. Note that because of the duty cycle of the synchrotron facilities (e.g., 35 ps FWHM Gaussian pulses every 2.0 ns at the ALS), the peak power can be considerably higher than the average power, for instance, a factor of 54 at the ALS and a factor of 100 at the APS, as discussed in Section 5.4.7.

For many experiments it is also desirable to narrow the spectral bandwidth, either because improved spectral resolution is required to probe atomic or molecular states, because a chromatically sensitive zone plate focusing lens requires a relatively narrow spectral bandwidth (narrower than one divided by the number of zones), or because a longer longitudinal coherence length is required for high contrast interferometric or holographic fringe formation. The radiation must then be spectrally filtered by a monochromator (not shown in Figure 8.9) to further narrow the relative spectral bandwidth to a suitable value of $\Delta\lambda/\lambda$, thus increasing the longitudinal coherence length from a value of $N\lambda/2$ to a greater length $l_{coh} = \lambda^2/(2\Delta\lambda)$. For example, if monochromatization to a value $\lambda/\Delta\lambda = 10^3$ were desired, the longitudinal coherence length would become $l_{coh} = 10^3\lambda/2$. This of course is accomplished at a reduction in spatially coherent power. By filtering from $\Delta\lambda/\lambda = 1/N$ to $\Delta\lambda/\lambda = 1/10^3$, the transmitted power is necessarily reduced by a multiplicative factor $(\Delta\lambda/\lambda)/(1/N)$, or $N/10^3$ in the example cited. Furthermore, there will be an insertion loss due to the finite monochromator efficiency, including such factors as the grating or crystal efficiency, finite mirror reflectivities, etc. If we collect these factors into an inclusive beamline efficiency $\eta$, then the available coherent power can be written as

$$P_{coh,\lambda/\Delta\lambda} = \eta \cdot (\lambda/2\pi)^2 \cdot (d_x d_y) \cdot \frac{N \Delta\lambda}{\lambda} \cdot P_{cen}$$

which can be rewritten following the logic that led to Eq. (8.7) as

$$P_{coh,\lambda/\Delta\lambda} = \frac{e\lambda_n}{8\pi \epsilon_0 d_x d_y} \cdot f(h\omega/h\omega_0)$$

where $\lambda/\Delta\lambda$ is the relative spectral bandwidth, $N$ is the number of undulator periods, $\eta$ is the beamline efficiency (insertion loss), $h\omega_0 = 4\pi c \hbar \gamma^2/\lambda_n$ is the highest photon energy achievable with the fundamental ($n = 1$) of a given undulator in the limit $K = 0$, and $f(h\omega/h\omega_0)$ is the finite-$K$ correction factor for central cone radiation expressed in terms of $h\omega/h\omega_0$ as in Eq. (8.8). To emphasize the penalty paid for this further monochromatization we have bracketed the quantity $\eta N \Delta\lambda/\lambda$, which is a numerical factor less than unity that represents the loss of power incurred through monochromatization.
In the case where the undulator condition is well satisfied \((\sigma_{x,y} \ll \theta_{\text{cen}})\), such that \(\theta_x \theta_y \approx (1 + K^2/2)/N \gamma^2\), the expression for coherent power takes the form

\[
\bar{P}_{\text{coh},\lambda/\Delta\lambda} = \frac{e\lambda_0 I \eta(\Delta\lambda/\lambda) N^2}{8\pi \epsilon_0 d_x d_y} \cdot \left(1 - \frac{\hbar \omega}{\hbar \omega_0}\right) f(\hbar \omega/\hbar \omega_0) \quad (\sigma' \ll \theta_{\text{cen}}^2)
\]

which we note scales as \(N^2\) in this limit. This expression is quite accurate for low emittance\(^5\) soft x-ray synchrotron facilities such as the ALS and its equivalent elsewhere, as the condition \(\sigma_{x,y}^2 \ll \theta_{\text{cen}}^2\) is reasonably well satisfied for \(\gamma \approx 3728\), \(N \approx 50–100\), and \(\sigma' \leq 20 \mu\text{rad}\). Note that while in this case the coherent power scales as \(N^2\), in the case where \(\sigma' \approx \theta_{\text{cen}}\), as may occur for high \(\gamma\) facilities, Eq. (8.10b) must be used and the scaling of coherent power will be closer to linear in \(N\).

In the example cited previously for an 8 cm period undulator at the Advanced Light Source, a monochromator and beamline optics, with an overall efficiency \(\eta\) of 10\% (30\% grating efficiency and five glancing incidence mirrors at 0.8 reflectivity each) are used to obtain \(\lambda/\Delta\lambda = 10^3\). The resultant coherent power at 4.3 nm wavelength (286 eV) would be [following Eq. (8.10a)] \(|\mathcal{P}| (0.013)^{(55/10^3)}(1.4 \text{ W})\), or about 100 \(\mu\text{W}\), with a longitudinal coherence length of \(10^3\lambda = 3.5 \mu\text{m}\). The detailed photon energy (wavelength) dependence is included in Eq. (8.10c).

An example of a beamline designed for spatial and spectral filtering of soft x-ray and extreme ultraviolet (EUV) undulator radiation is shown in Figure 8.11. It employs a grazing incidence grating monochromator\(^{14, 15}\) as appropriate for use at these wavelengths. (There is extensive recent literature on the design of grating monochromators.\(^{16–18}\))

The first optical element (M1) is a water cooled plane mirror set at an angle that reflects the desired radiation but absorbs the unwanted power residing in higher harmonics. Following this are curved reflective optics that form an image of the radiating electrons at 65 : 1 spatial demagnification on a downstream entrance pinhole. As with any imaging system, this provides a concomitant increase in angular illumination (65\(\theta_{\text{cen}}\approx 2.9 \mu\text{rad}\) at \(K = 1\), as required in this case for the downstream experiment, which here involves coherent interferometry of EUV optical systems. With this relatively large angular illumination, pinholes of about 1 \(\mu\text{m}\) diameter are required to approximate the condition [Eq. (8.5)] for spatial coherence at 13 nm wavelength.\(^1\) Also included in the beamline optics is a combined grazing incidence grating and exit slit that provides the desired wavelength and spectral bandpass. Use of a varied line space grating permits wavelength tuning without movement of the (fixed) exit slit.\(^{14, 15}\)

The remaining mirrors permit an intermediate image of the source at the exit slit of the monochromator, with final vertical and horizontal image formation at the pinhole. Though separate branchlines for coherent optics and photoemission microscopy are shown, details of the beamline optics are omitted.

Calculations of the anticipated coherent power available with this undulator and beamline combination are shown in Figure 8.11(b), for a monochromator setting of \(\lambda/\Delta\lambda = 10^3\), so that

---

\(^{1}\)The phrase “low emittance” refers to an electron beam of small (phase space) product \(\pi \sigma \sigma'\). The phrase is occasionally used to describe the facility as well.

\(^{1}\)The work at 13 nm wavelength involves the use of Mo–Si multilayer mirrors, as discussed in Chapter 4. The coated optics are used for reduction imaging in the EUV lithography program, as discussed in Chapter 10, Section 10.2.