A neural network constructed by deep learning technique and its application to intelligent fault diagnosis of machines
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A B S T R A C T

In traditional intelligent fault diagnosis methods of machines, plenty of actual effort is taken for the manual design of fault features, which makes these methods less automatic. Among deep learning techniques, autoencoders may be a potential tool for automatic feature extraction of mechanical signals. However, traditional autoencoders have two following shortcomings. (1) They may learn similar features in mechanical feature extraction. (2) The learned features have shift variant properties, which leads to the misclassification of mechanical health conditions. To overcome the aforementioned shortcomings, a local connection network (LCN) constructed by normalized sparse autoencoder (NSAE), namely NSAE-LCN, is proposed for intelligent fault diagnosis. We construct LCN by input layer, local layer, feature layer and output layer. When raw vibration signals are fed to the input layer, LCN first uses NSAE to locally learn various meaningful features from input signals in the local layer, then obtains shift-invariant features in the feature layer and finally recognizes mechanical health conditions in the output layer. Thus, NSAE-LCN incorporates feature extraction and fault recognition into a general-purpose learning procedure. A gearbox dataset and a bearing dataset are used to validate the performance of the proposed NSAE-LCN. The results indicate that the learned features of NSAE are meaningful and dissimilar, and LCN helps to produce shift-invariant features and recognizes mechanical health conditions effectively. Through comparing with commonly used diagnosis methods, the superiority of the proposed NSAE-LCN is verified.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

With the development of industry, machines have been more automatic and efficient, and their components are linked to each other inseparably [1]. Once a component has a fault, this fault would quickly produce chain reaction and lead to the damage of other components. Such unexpected faults would make machines break down, resulting in economic loss and even person safety threat [2]. Therefore, the fault diagnosis of machines has received lots of attention.

Intelligent fault diagnosis is one of the powerful tools in the field of fault diagnosis [3]. Based on massive monitored signals of the machines, it is able to replace diagnosticians with artificial intelligent techniques like neural networks to rapidly process these signals and automatically recognize mechanical health conditions [4–6]. Thus, intelligent fault diagnosis plays an irreplaceable role in modern industries especially when massive vibration signals are available. As we know, traditional intelligent fault diagnosis has two main steps: feature extraction and fault recognition [7]. Based on these steps, lots of effort has been taken on intelligent fault diagnosis. Georgoulas et al. [8] designed the features of motor faults based on time-frequency methods and employed Mahalanobis Distance classifier to recognize motor health conditions. Prieto et al. [9] proposed a method using statistical features and hierarchical networks to classify bearing health conditions. Amar et al. [10] proposed a feature enhancement procedure to obtain features from vibration spectra and applied neural networks to diagnose the bearing faults. Wang [11] designed a feature extraction algorithm that extracts redundant statistical features from different wavelet decomposition levels, and applied K-nearest neighbor algorithm to identify gear health conditions. Lei et al. [12] designed two features for gearboxes specifically and used these features and relevance vector machine to recognize the health conditions.

Although the studies above achieved good results, they may suffer the weakness as follows. In these methods, plenty of the actual effort is taken for the manual design of feature extraction algorithms since traditional classifiers cannot extract the representative features from raw signals [13]. Such feature designing processes should make full use of human knowledge in signal processing and diagnostic expertise, which costs much human labor and makes the methods less automatic. Among deep learning
techniques, autoencoders may help fault diagnosis to handle the weakness above since their basic motivation is to be fed with raw signals and accomplish the task of feature extraction automatically [14–16]. Currently, autoencoders have attracted attentions in the field of fault diagnosis. Thirukovalluru et al. [17] employed denoising autoencoders to extract high-level features from manual features and two classifiers to recognize mechanical faults. Jia et al. [18] used frequency spectra as the input of a deep network based on autoencoders to recognize mechanical health conditions. Chen and Li [19] applied sparse autoencoder (SAE) to get representative features from statistical values of bearing signals and recognized the health conditions using deep belief network. Mao et al. [20] proposed a fault diagnosis method using frequency spectra and autoencoder extreme learning machines. It can be seen that most of these studies, however, still used manual features as the input of the neural networks, which may deviate from the basic motivation of the autoencoders.

The following two shortcomings of the autoencoders are the main reasons why they are not easily used to learn features well from raw vibration signals of machines. (1) The autoencoders cannot be ensured to get various meaningful features from the vibration signals. The feature extraction process of an autoencoder can be regarded as the dot produce results between its weight matrix composed by a set of basis vectors and the vibration signals. So obtaining good features of raw data depends on the weight matrix of the autoencoder. In the well trained weight matrix, its basis vectors should not only have the own patterns like acting as Gabor bases to produce the meaningful features, but also be different from each other so as to produce various features. Traditional constraints applied to autoencoders, such as sparse regularization and weight decay, could force the basis vectors of the weight matrix to learn patterns but cannot force them to be different. So autoencoders learn too many similar features and prevent their applications in intelligent fault diagnosis of machines. (2) The autoencoders cannot be directly used for feature learning when the data have shift variant properties. Unfortunately, the vibration signals of a faulty machine always show such properties. In Fig. 1, we use two samples that simulate the vibration signals of a mechanical fault to illustrate the properties. It can be seen that when a fault occurs in the machines, the periodic fault impacts are excited by the contact of the fault component and other components, and the contact period is $T_1$. Such impulse-like vibration behavior of a vibration signal is an important characteristic for fault recognition. When machines operate, their components contact with each other in a time-varying way. So the fault impacts of the first sample and the second sample would shift by $T_2$. Once we use the autoencoders to extract features from these samples, the features also have shift variant properties, leading to the misclassification of mechanical fault samples.

We propose a local connection network (LCN) constructed by normalized sparse autoencoder (NSAE), namely NSAE-LCN, to overcome the shortcomings of autoencoders. LCN is constructed by four layers, i.e., input layer, local layer, feature layer and output layer, where the local layer is trained by NSAE. So when raw vibration signals are fed to the input layer, LCN first uses NSAE in the local layer to locally learn various meaningful features from the vibration signals, then obtains shift-invariant features from the learned features in the feature layer and finally recognizes mechanical health conditions in the output layer. The proposed NSAE-LCN is validated by a gearbox dataset and a bearing dataset respectively, both involving different health conditions under various operating conditions. And its superiority is verified by comparing with commonly used diagnosis methods.

The contributions of this paper can be summarized as follows.

(1) Based on sparse autoencoder, NSAE is proposed for automatic feature extraction from the vibration signals of machines. Since an orthonormality constraint is used in NSAE, the weight matrix trained by NSAE can be viewed as a set of basis showing time-frequency properties, which encourages the learned features of NSAE to not only have meaningful patterns but also be dissimilar. Thus, NSAE performs well in mechanical feature extraction.

(2) We propose NSAE-LCN for intelligent fault diagnosis. It incorporates the processes of feature extraction and fault recognition into a general-purpose learning procedure. Therefore, the proposed method can be used to directly learn features from raw vibration signals and recognize the health conditions of machines for various diagnosis tasks.

The rest of this paper is organized as follows. In Section 2, sparse autoencoder is briefly described. Section 3 details the proposed NSAE-LCN. In Section 4, the diagnosis cases of a gearbox dataset and a bearing dataset are studied separately using NSAE-LCN. Finally, conclusions are drawn in Section 5.

2. Sparse autoencoder

SAE is a widely used autoencoder that attempts to learn features from raw data. It has symmetrical neural network with an input layer, a hidden layer and an output layer [21]. The input layer and the hidden layer constitute the encoder of SAE, which transforms the input data into features. And the hidden layer and the output layer constitute the decoder of SAE, which reconstructs the input data from the corresponding features.

Given unlabeled data $\{x_m\}_{m=1}^M$ where $x_m \in \mathbb{R}^{N \times 1}$, the encoder uses a mapping function $f_{\text{SAE}}$ to calculate the feature $h^m$ from $x_m$ and $h^m$ has $K$ dimensions.

$$h^m = f_{\text{SAE}}(x_m) = \sigma(s(W_{\text{SAE}}x_m + b_1))$$

where $\sigma(z)$ is the sigmoid function, $W_{\text{SAE}}$ is the weight matrix of the encoder and $b_1$ is the bias vector. The decoder uses a mapping function $g_{\text{SAE}}$ for reconstruction

$$\hat{x}_m = g_{\text{SAE}}(h^m) = W_{\text{SAE}2}h^m + b_2$$

where $W_{\text{SAE}2}$ is the weight matrix of the decoder and $b_2$ is the bias vector. The reconstruction error can be calculated by

$$J_{\text{SAE}} = \frac{1}{2M} \sum_{m=1}^M \| x_m - \hat{x}_m \|^2.$$
sparse representation. The average activation of $h^m$ is

$$\hat{p}_k = \frac{1}{M} \sum_{m=1}^{M} h_k^m$$

(4)

where $k = 1, 2, \ldots, K$.

The sparsity penalty term $\text{KL}(p\|\hat{p}_k)$ based on the KL divergence function can be used to penalize $\hat{p}_k$ deviating from the sparsity parameter $p$.

$$\text{KL}(p\|\hat{p}_k) = p \log \frac{p}{\hat{p}_k} + (1 - p) \frac{1 - p}{1 - \hat{p}_k}$$

(5)

SAE is finally trained by the optimization problem in Eq. (6).

$$\min_{W_b} J_{\text{SAE}} + \beta \sum_{k=1}^{K} \text{KL}(p\|\hat{p}_k)$$

(6)

where $\beta$ is the regular parameter controlling the weight between the reconstruction error and the sparsity penalty term.

3. The proposed method

This section details the proposed NSAE-LCN method for intelligent fault diagnosis of machines, as shown in Fig. 2. In this method, NSAE is proposed to overcome the shortcomings of autoencoders in learning various features, and LCN is developed to deal with the shift-variance classification problem in intelligent fault diagnosis.

3.1. Normalized sparse autoencoder

Based on SAE, we propose NSAE for various meaningful features in intelligent diagnosis of machines. The differences between NSAE and SAE are listed as follows. Firstly, we use rectified linear units (ReLU) as the activation function in NSAE since ReLU allows for more efficient training for a network than sigmoid function and encourages sparse activation [22]. Secondly, bias is not used in NSAE because the research results [23] show that bias is nonessential in feature learning. Thirdly, KL divergence function is replaced with L1 norm to find the sparse solution of the autoencoder. The two functions are both commonly used for sparse representation, but KL divergence function has two parameters and L1 norm only needs one parameter. Finally, a soft orthonormality constraint is added in the cost function of NSAE so as to force NSAE to learn dissimilar features from mechanical vibration signals.

Given unlabeled data $\{x_m\}_{m=1}^{M}$, the encoder of NSAE uses a mapping function $f$ to calculate the feature $h_{\text{NSAE}}^m$ from $x_m$.

$$h_{\text{NSAE}}^m = f(x_m) = \sigma_t(W_{\text{NSAE}}x_m)$$

(7)

where $\sigma_t$ is ReLU and it is described in Eq. (8).

$$\sigma_t(z) = \begin{cases} 0, & \text{if } z < 0 \\ z, & \text{if } z \geq 0 \end{cases}$$

(8)

Then the decoder of NSAE reconstruct $\hat{x}_m$ by a mapping function $g_{\text{NSAE}}$.

$$\hat{x}_m = g_{\text{NSAE}}(h_{\text{NSAE}}^m) = W_{\text{NSAE}}h_{\text{NSAE}}^m$$

(9)

To learn various features from vibration signals, an orthonormality constraint is added to the weight matrix of NSAE. The cost function of NSAE using a hard orthonormality constraint is shown in Eq. (10).

$$\min_W \frac{1}{2M} \sum_{m=1}^{M} \|\hat{x}_m - x_m\|_2^2 + \lambda \sum_{m=1}^{M} \|h_{\text{NSAE}}^m\|_1$$

(10)

s.t. $W_{\text{NSAE}}W_{\text{NSAE}}^T = I$

where $\lambda$ is the regular parameter of NSAE.

Traditionally, it is difficult to solve this problem with the hard orthonormality constraint. To loosen this constraint, we use a soft constraint based on the tied-weight strategy. We replace $W_{\text{NSAE}}$ and $W_{\text{NSAE}}^T$ with $W$ and $W^T$ in Eq. (10), respectively, and the optimization problem becomes minimizing the following cost function

$$J_{\text{NSAE}} = \frac{1}{2M} \sum_{m=1}^{M} \|W^T\sigma_t(Wx_m) - x_m\|_2^2 + \lambda \sum_{m=1}^{M} \|\sigma_t(Wx_m)\|_1$$

(11)
In Eq. (11), the nonlinear activation function ReLU forces the learned features to be non-negative, which means that the negative values in \( W_{mn} \) would be zeros and some information of the input data would be lost in the training process. However, the first term in \( J_{NSAE} \) forces NSAE to reconstruct the input data as well as possible. Thus, NSAE actually encourages the results of \( W_{mn} \) to be positive, and the first term could degenerate into \( W^T \tilde{W}_{mn} - x_m \). When the value of the first term is close to zero in the training process, the result of \( W \tilde{W} \) becomes \( I \).

Since L-BFGS is an adaptive optimization algorithm and free of learning rate selection, it is used to minimize the cost function in Eq. (11). We calculate the gradient of \( J_{NSAE} \) with respect to \( W \):

\[
\nabla J = \frac{\partial J_{NSAE}}{\partial W} = \left( \frac{1}{M} W D - \lambda \cdot \text{sgn}(W x) \right) \sigma'(W x) x^T + \frac{1}{M} \sigma'(W x) D^T \tag{12}
\]

where \( D = W^T \sigma'(W x) - x \cdot \text{sgn} \) is the result of the sign function of \( \sigma'(W x) \), \( \sigma' \) is the derivative function of ReLU, and \( x \) is the matrix form of \( x_m \).

Based on L-BFGS algorithm, the update process of \( W \) can be described as

\[
W^{(i+1)} = W^{(i)} - \eta^{(i)} H^{(i)} \nabla J^{(i)}
\tag{13}
\]

where \( i \) is the \( i \)-th interval of the update process, \( H^{(i)} \) is the inverse of Hessian matrix, and \( \eta \) is the step size. The computation of \( H^{(i)} \) is detailed in Ref. [24], and \( \eta \) can be automatically determined by

\[
\eta^{(i)} = \arg\min_{\eta > 0} J(W^{(i)} - \eta H^{(i)} \nabla J^{(i)})
\tag{14}
\]

After the training process of NSAE, its weight matrix is actually normalized by the soft orthonormality constraint. This is the reason why we call such a method normalized sparse autoencoder.

### 3.2. Local connection network constructed by NSAE

As shown in Fig. 1, although the first sample and the second sample share the shift variant properties, the local properties of the first sample and the second sample are similar. Thus, to deal with the shift-variance classification problem, we can first use NSAE to extract the local features from the fault signals, and then averaged these local features into the features. In this way, the obtained features can enhance local properties of the fault signals and suppress random noise carried by the signals and thus they can present the shift-invariant properties. Finally, the obtained features are input into the softmax classifier for classification. We model these processes as a form of neural network and call it LCN. In this section, we detail the construction of LCN for intelligent fault diagnosis using NSAE, namely NSAE-LCN. As shown in Fig. 2, LCN has an architecture containing four layers: input layer, local layer, feature layer and output layer. Firstly, raw vibration signals are fed into the input layer. Then, in the local layer, NSAE is used to extract local features from the vibration signals. Thirdly, the feature layer is used to average the local features so as to learn the shift-invariant features of the vibration signals. Finally, the shift-invariant features are input into the output layer and the health conditions of the vibration signals are determined. The details of these layers are described as follows.

**Input layer:** Use raw vibration signals as its inputs.

The raw vibration signals are collected from machines, and are used to compose the training set \( \{ x_m, y_m \}_{m=1}^M \cdot x_m \in \mathbb{R}^{N \times 1} \) is the \( m \)-th sample having \( N \) data points, and \( y_m \) is the \( m \)-th label indicating the health condition of \( x_m \). We alternately divide \( x_m \) into \( J \) segments and input the segments of \( x_m \) into LCN.

\[
x_m = \left[ x_{m1}, x_{m2}, \ldots, x_{mj} \right]
\tag{15}
\]

\[
J = N/N_{loc}, \quad \exists j \in N^+
\tag{16}
\]

where \( x_m^j \in \mathbb{R}^{N_{loc} \times 1} \) and \( j = 1, 2, \ldots, J \).

**Local layer:** Learn the local features of the signals.

In this layer, the local weight matrix \( W_{loc} \in \mathbb{R}^{N_{loc} \times N_{loc}} \) of LCN is used to get the local features from \( x_m \). To train \( W_{loc} \) we first select the segment \( x_{j} \in \mathbb{R}^{N_{loc} \times 1} \) from the training samples \( \{ x_m \}_{m=1}^M \) randomly. These selected segments compose the local training set \( \{ x_j \}_{j=1}^J \) where \( N_l \) is the number of the segments. Then, NSAE is employed to calculate \( W_{loc} \). After the segment \( x_j \) is preprocessed by whitening [25], the \( W_{loc} \) is used to transform \( x_j \) from original space into the feature \( f_j \) and \( W_{loc}^{T} \) is used to reconstruct \( x_j \) as \( \hat{x}_j \). Based on Eq. (11), this objective function is given as

\[
\min_{W_{loc}} \frac{1}{N_l} \sum_{j=1}^{N_l} \| W_{loc} \sigma(W_{loc} x_j) - x_j \|_2^2 + \lambda \sum_{k=1}^{N_l} \sum_{l=1}^{N_{loc}} \| \sigma(W_{loc} x_j) \|_1
\tag{17}
\]

where \( W_{loc}^{T} \) is the \( J \)-th order row vector of \( W_{loc}^{T} \). By minimizing the objective function in Eq. (17), \( W_{loc} \) can be obtained. LCN can get the local features of the signal \( x_m \) using \( W_{loc} \). Thus, the local feature \( f_{m}^{j} \in \mathbb{R}^{N_{loc} \times 1} \) of the segment \( x_{j}^{m} \) is calculated as

\[
f_{m}^{j} = \sigma(W_{loc} x_{m}^{j})
\tag{18}
\]

In order to express the process concisely, we rewrite it using the matrix form. The weight matrix \( W_{l} \in \mathbb{R}^{L \times N} \) of the local layer is composed by \( J \) local weight matrix \( W_{loc}^{T} \).

\[
W_{l} = \begin{bmatrix} W_{loc} & 0 & \cdots & 0 \\ 0 & W_{loc} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & W_{loc} \end{bmatrix}
\tag{19}
\]

\[
J = N/N_{loc} = K/K_{loc}
\tag{20}
\]

**Feature layer:** Get the shift-invariant features.

We use an average strategy to deal with the shift variant properties of the sample \( x_m \) and produce its shift-invariant features. In the local layer, we have obtained the local feature \( f_{loc}^{m} \) of the segment \( x_{j}^{m} \) of \( x_m \). So the shift-invariant feature \( f_{m}^{j} \) of \( x_m \) is obtained by averaging \( J \) local feature \( f_{loc}^{m} \) of \( x_m \). Thus, the feature \( f_{m}^{j} \) of \( x_m \) can be obtained by

\[
f_{m} = \frac{1}{J} \sum_{j=1}^{J} f_{m}^{j}
\tag{21}
\]

**Output layer:** Determine the labels of input signals.

Softmax layer is used as the output layer of LCN since it is easy to be implemented and computed fast. Suppose that we have the training set \( \{ f_{m} \}_{m=1}^{M} \) with its label set \( \{ y_{m} \}_{m=1}^{M} \) where \( y_{m} \in \{ 1, 2, \ldots, R \} \). For each \( f_{m} \), the softmax layer attempts to estimate the probability \( p(y_{m} = r | f_{m}) \) for each label of \( r = 1, 2, \ldots, R \). Thus, the softmax layer is trained by minimizing the objective function:

\[
J(W_{2}) = -\frac{1}{M} \sum_{m=1}^{M} \sum_{r=1}^{R} 1 \left[ y_{m} = r \right] \log \frac{e^{(W_{2})^{T} f_{m}}}{r \sum_{l=1}^{R} e^{(W_{2})^{T} f_{l}}}
\tag{22}
\]

where \( 1[\cdot] \) denotes the indicator function returning 1 if the condition is true, and 0 otherwise, \( W_{2} \) is the weight matrix of the softmax layer, and \( W_{2}^{T} \) is the row vectors of \( W_{2} \).

In the previous training process of NSAE-LCN, the weight matrices \( W_{1} \) and \( W_{2} \) are trained separately. After this training process, fine-tuning strategy can be chosen to simultaneously update the weight matrices \( W_{1} \) and \( W_{2} \) of NSAE-LCN so as to improve the classification accuracies.
4. Fault diagnosis using NSAE-LCN

4.1. Case study 1: fault diagnosis of planetary gearboxes

4.1.1. Data collection

The data were acquired from a two-stage planetary gearbox. This planetary gearbox operated under 7 health conditions, involving a flaked needle on the planet bearing of the first stage, a pitted tooth on the sun gear of the first stage, a cracked tooth on the planetary gear of the first stage, a bearing inner race fault of a planetary gear of the first stage, a missing tooth on the sun gear of the second stage, a chipped tooth on the sun gear of the second stage, and the normal condition. The gearbox under the first health condition operated under 6 operating conditions and the gearbox in other health conditions dividedly operated under 8 operating conditions: 4 different drive motor speeds (2100 rpm, 2400 rpm, 2700 rpm and 3000 rpm) combined with 2 loading conditions (no load and the maximum load). The accelerometer mounted on the gearbox was employed to collect data with a sampling frequency of 5120 Hz. There are 335 samples collected for each health condition under an identical operating condition, and each sample is a signal containing 1800 data points. So the gearbox dataset contains 18,090 samples and is a seven-class classification problem.

4.1.2. Parameter study of the proposed NSAE-LCN

There are totally three parameters in the proposed LCN, i.e., \( N_{\text{loc}} \), \( K_{\text{loc}} \), and \( \lambda \). So we investigate the classification results of NSAE-LCN using various values of these parameters. To classify the health conditions of the planetary gearbox using NSAE-LCN, 25% of samples are randomly selected for training, 40,000 segments are selected from these samples to train NSAE and other samples are used for testing. It is noted that each of the following experiments is conducted in 15 trials so as to reduce the effect of randomness, and the displayed results are averaged by the results of these 15 trials.

\( N_{\text{loc}} \) and \( K_{\text{loc}} \) determine the architecture of NSAE-LCN, \( N_{\text{loc}} \) denotes the dimension of a signal segment and measures how many segments a signal would be divided into. \( K_{\text{loc}} \) determines the dimension of the local feature, and it denotes how many bases \( W_{\text{loc}} \) contains. Fine-tuning is not used in this section since we pay attention to self-learning ability of NSAE under different parameters. Table 1 shows the classification accuracies of the NSAE-LCN based on various \( N_{\text{loc}} \) and \( K_{\text{loc}} \) when \( \lambda \) is fixed as 0.25. It can be seen that the diagnosis accuracies are relatively high when \( N_{\text{loc}} \leq K_{\text{loc}} \). So NSAE-LCN is able to robustly obtain the good results if we set \( K_{\text{loc}} \) not less than \( N_{\text{loc}} \). However, as shown in Table 2, the larger \( K_{\text{loc}} \) is, the larger the architecture of NSAE-LCN is and the more the time is spent. Thus, it is actually a tradeoff between higher accuracies and less time when we choose the parameter \( N_{\text{loc}} \) and \( K_{\text{loc}} \).

Another parameter, \( \lambda \), is the regular parameter used in the NSAE-LCN. The diagnosis accuracies using different values of \( \lambda \) are shown in Fig. 3. In this figure, \( N_{\text{loc}} \) and \( K_{\text{loc}} \) equal 100 and the accuracy distributions of the 15 trials using different \( \lambda \) are clearly displayed. It can be seen that when \( \lambda \) equals 0.1–0.4, the mean accuracy of the proposed NSAE-LCN is over 98% and varies little. Thus, \( \lambda \) can be selected loosely and is advised to be from 0.1 to 0.4.

4.1.3. Diagnosis results

Based on the analysis in the previous section, \( N_{\text{loc}} \) and \( K_{\text{loc}} \) are both set as 100 and \( \lambda \) is selected as 0.25. As shown in Table 3, the training accuracy of the proposed NSAE-LCN is 100% and the testing accuracy is 99.43%, and the corresponding standard deviation values are 0% and 0.105%, respectively. The results indicate that NSAE-LCN is able to directly classify the health conditions of the gearbox from the raw vibration signals and obtains high and stable classification accuracies.

To show the effectiveness of NSAE-LCN, we compare it with several diagnosis methods. In Method 1, five features specifically designed for gearboxes [26], i.e., FM0, FM4, energy ratio (ER), sideband index (SI) and sideband level factor (SLF), five features commonly used in gearbox diagnosis, i.e., root mean square, energy operator, skewness, kurtosis and crest, and four energy ratios of wavelet coefficients are combined to characterize the health conditions of the planetary gearbox. Based on these manual features, the health conditions are classified by the softmax layer using these fourteen normalized features. In Method 2, the health conditions...
are classified by support vector machine (SVM) using these manual features and the two parameters of SVM are optimized by the grid search method. As displayed in Table 3, the diagnosis accuracies of Method 1 are 86.20% for training and 85.87% for testing, and the standard deviation values are 0.609% for training and 0.404% for testing. The diagnosis accuracies of Method 2 are 97.14% for training and 95.54% for testing, and the standard deviation values are 0.451% for training and 0.216% for testing. Comparing Methods 1 and 2 with Method 6, it is illustrated that the features automatically extracted by NSAE can help NSAE-LCN obtain higher and more stable diagnosis accuracies in classifying the gearbox dataset. In addition, the two compared methods require the manual feature extraction using human knowledge on the vibration signals of planetary gearboxes, whereas NSAE learns the features automatically from the raw vibration signals using less prior knowledge. Thus, NSAE releases us from the tough work of designing feature extraction algorithms.

In Method 3, principal component analysis is used for learning features and SVM is used for classification. As shown in Table 3, the training accuracy of the compared method using Method 3 is 100%, and the testing accuracy is 41.04% with 1.165% standard deviation. It is seen that a serious overfitting phenomenon occurs in Method 3. The main reason is that the features extracted by PCA are linear, so they have limited abilities in characterizing the health conditions of machines. In Method 4, stacked SAE and softmax layer constitute a deep neural network, whose training accuracy is 48.63% with 2.086% standard deviation and the testing accuracy is 34.75% with 0.436% standard deviation. It indicates that autoencoders are unsuitable for learning features from the raw vibration signals directly because of the shift variant properties of the signals. So in Method 5, SAE combined with the architecture of LCN, namely SAE-LCN, is used for intelligent diagnosis of the gearboxes. The accuracies of SAE-LCN are 98.89% and 94.41%, and the standard deviation values are 0.471% and 0.537%. It indicates that the LCN helps to produce shift-invariant features of vibration signals and improve the diagnosis accuracies. By comparing Methods 5 with 6, it shows that a certain over-fitting phenomenon occurs in the training processes of SAE-LCN and the testing accuracies of NSAE-LCN are higher than SAE-LCN, which demonstrates that NSAE is able to learn better features than SAE.

We also compare the receiver operating characteristic (ROC) curves of Methods 1–6. ROC curves [27] are used to visualize the performance of the classifier since they measure the ability of a classifier to produce good relative sample scores that serve to discriminate positive and negative samples. Fig. 4 shows the ROC curves of the methods. The best classifier will yield the point in the upper left corner of the ROC space, representing no false negatives and no false positives. An untrained classifier will achieve the dashed line in the ROC space, representing the random performance of the classifier. To quantitatively measure the performance, we calculate the area under the ROC curve (AUC). So the bigger AUC of a classifier is, the better it will perform. As we can see, the AUCs of NSAE-LCN are larger than other methods. It shows the superiority of the proposed NSAE-LCN in classifying the health conditions of the planetary gearbox under various operation conditions.

4.1.4. Properties of NSAE-LCN

Here, we try to understand the feature learning process of NSAE-LCN. As we know, a neural network is always viewed as a black box. And in the field of fault diagnosis, few papers attempt to discover the patterns in the weights of autoencoders. So understanding the properties of these patterns is extremely essential. As shown in Fig. 5, we rewrite the encoder part of NSAE in Eq. (18) as the linear transformation form

\[ f_{k}^{m,j} = W_{loc}^{k} \cdot x_{m}^{j} \]

where \( k = 1, 2, \ldots, K_{loc} \), \( W_{loc}^{k} \) is the \( k \)th row vector of \( W_{loc} \), and \( f_{k}^{m,j} \) is the \( k \)th element of \( f_{loc}^{m,j} \). Eq. (23) indicates that the value of the \( k \)th output neuron is obtained by the inner product operation of the signal segment \( x_{m}^{j} \) and the row vector \( W_{loc}^{k} \). And the features in Eq. (18) are just the nonlinear transformation form of the features in Eq. (23). In this view, \( W_{loc} \) can be regarded as a set of normal orthogonal bases, and thus the local feature learning in the local layer of LCN can be interpreted as decomposing the signal segment in the normal orthogonal system \( W_{loc} \).

We randomly select 15 row vectors of \( W_{loc} \) trained by NSAE and plot them in Fig. 6(a). The corresponding frequency spectra of these row vectors are displayed in Fig. 6(b). It can be seen that the row vectors show local striking in the time domain and they have narrow spectral bandwidth in the frequency domain. So these row vectors have the time-frequency properties and show similarities to one-dimensional Gabor functions, which serve as good passband bases for mechanical signals. For comparison, we randomly plot 15 row vectors of \( W_{loc} \) trained by SAE in Fig. 6(c) and (d). It can be seen that these vectors also have some time-frequency properties but the properties are too similar.

We use \( W_{loc}^{k} \) to measure the similarity of the row vectors of NSAE and SAE and display the results in Fig. 7. It shows that the inner product between the same row vector of NSAE approaches to 1 and the inner product between the two different vectors is close to 0, which means that NSAE is able to encourage the learned weight matrix to have clear and different patterns. However, the inner product results show that the different vectors of the weight matrix of SAE have unclear and similar patterns. Such properties prevent SAE from learning the various meaningful features. So SAE performs worse than NSAE. Considering the accuracies of Methods 5 and 6 in Table 3, the results demonstrate that the clearer and more different the time-frequency properties of the trained
Fig. 6. Row vectors of \( W_{\text{loc}} \) for the gearbox dataset: (a) the vectors of NSAE in the time domain, (b) the vectors of NSAE in the frequency domain, (c) the vectors of SAE in the time domain, and (d) the vectors of SAE in the frequency domain.

Fig. 7. The results of \( W_{\text{loc}}^T W_{\text{loc}} \) for the gearbox dataset: (a) NSAE and (b) SAE.

Wavelet or other time-frequency schemes are between the two extremes. For wavelet bases, the temporal width becomes narrower as frequency increases, giving the bases the ability to capture the self-similar structure of signals [28]. To analyze the time-frequency properties of the row vectors of the weight matrix of NSAE, we use the method described in Ref. [29] to tile these row vectors in the time-frequency space, as shown in Fig. 8(a). It can be seen that the distribution of these vectors is similar to the wavelet scheme: the temporal width decreases as the bandwidth increases. This perspective can give us more insight to understand NSAE-LCN in the fault diagnosis of machines and may inspire the researches to employ an alternative perspective on other neural networks used in the fault diagnosis. Besides, in the previous analysis, we conclude that \( K_{\text{loc}} \) should be equal or larger than \( N_{\text{loc}} \). In other words, complete or overcomplete representation [30] is better to be used in LCN. Here, we use the tiling of the time-frequency plane to explain the reasons. In Fig. 8(a), the learned row vectors cover all the range of times and frequencies and fulfill the time-frequency plane when \( K_{\text{loc}} \) equals \( N_{\text{loc}} \), producing the complete representation of the input signals. When \( K_{\text{loc}} \) is smaller than \( N_{\text{loc}} \), the corresponding time-frequency plane is shown in Fig. 8(b). It can be seen that although the learned row vectors are approximately orthogonal, their distribution cannot cover the ranges of low frequencies in the time-frequency plane, leading to the lower diagnosis accuracies. So the complete representation strategy is chosen in this paper.

4.2. Case study 2: fault diagnosis of motor bearings

4.2.1. Data description

Here, we apply the proposed NSAE-LCN to diagnose the motor bearing dataset provided by Case Western Reserve University [31]. In the bearing dataset, the vibration signals were collected from the drive end of a motor in the test rig under four different conditions: normal condition, outer race fault, inner race fault, and roller fault. For each fault case, three different severity levels (0.18, 0.36, and 0.53 mm) were introduced. The test rig was operated under four load conditions (0, 1, 2 and 3 hp) and the sampling frequency was 12 kHz. Therefore, this bearing dataset totally contains ten bearing health conditions under the four loads. There are 100 samples for each health condition under one load and each
sample is a vibration signal of bearings containing 1200 data points. Therefore, the dataset totally contains 4000 samples and is a ten-class classification problem.

4.2.2. Diagnosis results and comparisons

We use 25% of samples of the bearing dataset to train the proposed NSAE-LCN and use the rest to test. The parameters of NSAE-LCN used for the bearing dataset are the same as those used for the gearbox dataset. The testing accuracy of NSAE-LCN is shown in Table 4. It can be seen that NSAE-LCN obtains 99.92% testing accuracy in classifying the bearing dataset. Fig. 9 shows the inner product results of the weight matrix, and it can be seen that the majority of the row vectors of the weight matrix are approximately orthogonal.

Since the bearing dataset is a benchmark in mechanical fault diagnosis, we compare the proposed NSAE-LCN with the methods using the same dataset in the published papers, where all those methods are thoroughly developed. The comparisons are shown in Table 4. In Ref. [32], ensemble empirical mode decomposition (EEMD) was used to extract features and an optimized SVM was applied to classify the six bearing faults and finally 97.04% accuracy was achieved. Van and Kang [33] integrated empirical mode decomposition (EMD), wavelet kernel local fisher discriminant analysis (WKLFDA) and SVM to distinguish ten health conditions and got 98.80% testing accuracy. Saidi et al. [34] used bi-spectrum features to get features and SVM to classify four bearing health conditions, and a classification accuracy of 96.98% was obtained. Lin and Chen [35] proposed a method using multifractal detrended fluctuation analysis (MFDFA) to extract features and Mahalanobis Distance classifier (MDC) to diagnose faults, and they got 96.67% accuracy.

Based on symbolic aggregate approximation (SAX) features and a neural network (NN), Georgoulas et al. [36] got 99.43% accuracy in classifying ten bearing health conditions. Xu et al. [37] used multiple domain features to characterize the health conditions of bearings and applied ensemble fuzzy ARTMAP neural networks to recognize the health conditions, and they obtained 99.07% accuracy. Lu et al. [38] applied deep neural networks for feature learning and fault classification from the spectra of vibration signals and 94.73% accuracy was obtained. In the most of the methods above, plenty of researchers took their effort on manual feature extraction.
algorithms using signal processing techniques, like Fourier transform, EEGMD, high order spectrum and wavelet analysis. Although such processes make full use of human knowledge on fault diagnosis, too much human labor would be spent in analyzing mechanical signals and grasping their properties. As the collected data become larger, it is increasingly difficult to manually design the feature extraction algorithm. Compared with these methods, the proposed NSAE-LCN integrates the feature learning and fault diagnosis in one network so as to extract features and classify the faults automatically, which would make the proposed method less dependent on prior knowledge and human labor. So the proposed method performs more intelligently compared with these methods and obtains higher classification accuracies in the bearing diagnosis case.

5. Conclusions

To release us from the task of designing feature extraction algorithms, a method using NSAE-LCN is proposed for intelligent fault diagnosis of machines. In this method, LCN first uses NSAE to locally learn various meaningful features from vibration signals, and then LCN produces shift-invariant features based on the learned features and classifies the health conditions of machines. Since NSAE-LCN uses vibration signals as the input and classifies mechanical health conditions automatically, this method does not rely on much human labor and can be used for the different diagnosis cases directly. A gearbox dataset and a bearing dataset are used to verify the proposed NSAE-LCN. The results show that the learned features of NSAE are meaningful and dissimilar, and LCN helps to produce shift-invariant features and recognizes mechanical health conditions effectively. Through comparing with commonly used diagnosis methods, the superiority of the proposed NSAE-LCN is verified.

In this paper, the parameters of NSAE-LCN are determined manually based on the study of parameter selection. The automatic selection of these parameters may make NSAE-LCN easily to be utilized in intelligent fault diagnosis of machines and even raise its performance. Thus, the optimization techniques such as PSO [39,40] will be used to adaptively adjust the parameters of NSAE-LCN in future work.
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