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Abstract—Wind speed forecasting is still a challenge due to the stochastic and highly varying characteristics of wind. In this paper, a graph deep learning model is proposed to learn the powerful spatio-temporal features from the wind speed and wind direction data in neighboring wind farms. The underlying wind farms are modeled by an undirected graph where each node corresponds to a wind site. For each node, temporal features are extracted using a Long Short-Term Memory (LSTM) Network. A scalable graph convolutional deep learning architecture (GCDLA) motivated by the localized first-order approximation of spectral graph convolutions, leverages the extracted temporal features to forecast the wind speed time series of the whole graph nodes. The proposed GCDLA captures spatial wind features as well as deep temporal features of the wind data at each wind site. To further improve the prediction accuracy and capture robust latent representations, the Rough Set Theory is incorporated with the proposed graph deep network by introducing upper and lower bound parameter approximations in the model. Simulation results show the advantages of capturing deep spatial and temporal interval features in the proposed framework compared to the state-of-the-art deep learning models as well as shallow architectures in the recent literature.
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I. INTRODUCTION

WIND energy is known as a clean source of renewable energy with no pollution in its application [1]. The high variability of this renewable resource could cause considerable power fluctuation and instability in the power networks. Insufficiently accurate wind forecasts may lead to instability of the power network and eventually jeopardize the reliability and security of the power networks [2]. Wind speed forecasting is a crucial step to find the most economical solution for the operation of the power grid [3]. The energy produced by a wind generator is directly determined by the wind speed; therefore, accurate and efficient wind speed forecasting models would greatly benefit the wind energy prediction algorithms and consequently improves the reliability and security of the power grid [4],[5].

Since wind speed time series are generally chaotic and have stochastic characteristics, wind prediction is generally considered as a complex regression task [6]. In addition, wind prediction accuracy is heavily dependent on the generalization capability of the forecasting model; therefore, highly varying wind data requires complex nonlinear approaches for the forecasting tasks. In recent years, wind speed and wind power prediction approaches are mainly categorized with respect to the time horizon of the application [7]. These methods are mainly divided into three categories: 1) short-term wind prediction estimates the wind data of several minutes to hours ahead. This type of prediction benefits electricity market clearing, real-time grid operations and regulation, economic dispatch, and operational security in the electricity market [8]. 2) Medium-term forecasting focuses on time intervals in the range of several hours to a week. Unit commitment and reserve allocation decisions are made using this type of predictions. 3) Long-term forecasting refers to the prediction of wind velocity in the ranges of one week to a year or more. Maintenance, expansion planning, and the feasibility studies for the design of wind farms are dependent on this task [9].

Generally, there are four types of wind speed forecasting models proposed in the recent literature: 1) Persistence methods, which assume the wind data at a future time step has the same values as the current time instance. This assumption is similar to the smoothness assumption known in Machine Learning, where a function approximation model outputs the same results for two inputs close to each other in the input space. Although this assumption diminishes the future wind speed estimation precision for long time horizons, persistence models are accurate predictors for ultra-short horizons. 2) Physical methods, which are based on lower atmosphere or numerical weather prediction (NWP) that uses weather prediction data such as temperature, pressure, surface roughness, and obstacles. NWPs are generally executed on supercomputers because of their high computational complexity. The computation burden limits the usefulness of such methods for medium and long-term tasks [10]. 3) Statistical methods, which are low-cost and easily applicable techniques to capture the mathematical relationships in the time series data. The prediction accuracy of such methods declines with the increase in the length of the prediction time horizon. Statistical approaches include autoregressive (AR), autoregressive moving average (ARMA), and autoregressive integrated moving average (ARIMA) models. In [11], a hybrid ARMA model with wavelet transformation is introduced for short-term predictions. The research work presented in [12] proposes several ARMA-based approaches for wind speed and wind direction data prediction. An ARIMA with a regression analysis approach is applied to real-life short-term wind forecasting in [13]. In [14],
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a robust combination of ARIMA and Support Vector Machines (SVMs) is designed for short-term prediction of wind speed data. The proposed approach has higher accuracy compared to the conventional ARIMA. 4) Artificial Intelligence (AI) methods apply Machine Learning and Pattern Recognition techniques such as Artificial Neural Networks (ANNs) and SVMs. A Support Vector Regression (SVR) framework is employed for short-term wind energy predictions in [15]. The capability of SVR-based forecast on the micro-scale level for one wind generation unit as well as the larger scale of whole wind park is highlighted. In [16], an optimal loss function is derived for heteroscedastic regression, and a novel SVR framework is developed for short-term wind forecasting based on learning tasks of Gaussian noise with heteroscedasticity. Most recently proposed ANN-based approaches design and learn shallow neural architectures with few levels of abstraction, such as Feed-forward ANN [17]-[18], recurrent ANN [19], RBF network [20]-[21], ridgelet ANN [22] and adaptive wavelet ANN [23]. In recent years, Deep ANNs have been introduced in the literature resulting in an improvement in the accuracy of time series predictions compared to shallow prediction models. In [24], a Deep Boltzmann Machine (DBM) is trained using a contrastive divergence algorithm for multi-period wind forecasting. The method leverages Gibbs sampling to train Restricted Boltzmann Machines (RBMs). Stacked Auto-encoder (SAE) models with greedy unsupervised feature learning methods are applied for short-term wind prediction in [25] and [26]. Simulation results show that increasing the number of hidden layers can improve the forecasting accuracy as long as the model does not encounter the overfitting problem. Such prediction results motivate wind prediction methodologies to capture high levels of abstractions in data to improve accuracy.

Although AI approaches have recently obtained better prediction results compared to statistical models, these methods have several drawbacks: 1) Shallow ANN models have weak generalization capability; thus, they are not able to effectively learn complex patterns from the highly varying wind data. Although wind time series datasets contain large amounts of data, these models cannot learn complex data abstractions. SVM-based approaches, as well as linear models, have the same problem because of the smoothness assumption. 2) Deep neural architectures proposed in the literature, i.e. DBM and SAE, do not consider the sequential characteristics of the wind data. 3) The ANN-based approaches merely capture wind patterns in the time-space and leverage temporal correlations to learn the temporal features from the time series data. It is shown in the literature that neighboring wind sites have high spatial correlations [27]. However, shallow ANNs are unable to efficiently capture spatial wind features, since high dimensional input vector requires a large number of free parameters that cannot be tuned efficiently in a shallow model using the gradient of the error function.

As there exists a strong correlation between wind sites located in a vicinity, spatio-temporal forecasting methodologies utilize information collected from neighboring sites in order to improve the prediction accuracy of target sites. The Regime Switching Space-Time Diurnal method that leverages the off-site predictors to provide predictive cumulative distribution functions is presented in [28]. A multi-channel adaptive filter is used to forecast wind speed and direction using spatial correlations at multiple sites in [29]. Markov chain-based statistical methods that leverage graphical spatio-temporal learning-based model and statistical characteristics of aggregated wind generation are presented in [30] to forecast wind generation output. In this paper, a graph deep learning neural architecture is proposed to capture powerful spatio-temporal features of wind speed and wind direction in multiple neighboring wind sites. An undirected graph is designed using the wind speed and direction mutual information at each wind site with the rest of the wind sites. Temporal wind speed features are extracted using a Long Short-Term Memory (LSTM) network for each wind site [31]. A graph convolutional deep learning architecture (GCDLA) is further designed based on the graph theory, convolutional neural networks, and Rough Set Theory. The proposed architecture is based on the localized first-order approximation of spectral graph convolutions [32]. A convolutional network is learned using the temporal LSTM features of the graph nodes, thus, spatial features of the whole wind sites, i.e., graph nodes, are captured in an end-to-end fashion. In order to learn robust spatial and temporal features, Rough Set Theory [33] is incorporated into the proposed graph learning model to capture the interval features from the wind data. The extracted interval rough spatio-temporal features obtained from the GCDLA are used to tune the whole model in an end-to-end supervised manner using the gradient information of the regression loss. The contributions of this paper are as follows: 1) A novel graph-based convolution network is proposed for the problem of spatio-temporal wind speed prediction. Our proposed neural architecture learns spatial features with a high level of abstraction obtained from multiple wind farms. To the best of our knowledge, this is the first work that introduces a spatio-temporal deep learning methodology in time series prediction.

2) The proposed framework can better learn deep temporal features from the wind speed sequential data compared to DBN [24] and SAE [25], because the sequential nature of the data is modeled using recurrent LSTM units instead of having generative RBMs or discriminative auto-encoders for temporal feature extraction. Comparison of our method with DBN and SAE is provided in simulations.

3) The proposed GCDLA can better handle noise and uncertainties in the input data. The proposed architecture is further enhanced using the Rough Set Theory to capture interval deep features from the wind data. This is the first effort to incorporate the Rough Set Theory with a graph learning methodology.

4) As shown in simulation results, the proposed deep network can be trained in a semi-supervised learning setting. Previous spatio-temporal learning models in the literature including [34]-[36] should apply the supervision information (i.e. the actual future wind speed values available in historical data) of
all wind sites to capture wind data patterns; however, our proposed methodology can learn meaningful spatio-temporal features for a set of wind farms by merely observing a small subset of the underlying wind sites. The proposed network is scalable with respect to the number of observations; hence, the computational time can be dramatically reduced.

The rest of the paper is organized as follows, Section II describes the problem formulation of spatio-temporal wind prediction. In Section III, the proposed graph deep learning model is explained. The temporal and spatial feature learning as well as the interval feature extraction by applying Rough Set Theory are discussed in this section. The numerical results are discussed in Section IV. The conclusions are presented in Section V.

II. PROBLEM FORMULATION

The objective of the spatio-temporal wind forecasting is to capture the relations between the historical wind data of surrounding wind farms and the future values of the target wind farm. Suppose there exists a set of \( N \) wind farms in a region. Each wind farm \( i \) has wind speed and wind direction measurements denoted by \( v_i^t \) and \( r_i^t \) for time step \( t \), respectively. The distance between the \( i \) th and \( j \) th wind farms is given by \( d_{ij} \) and the symmetric distance matrix \( D \) contains elements \( d_{ij} \) for all \( 1 \leq i, j \leq N \). The wind speed data of the whole set of wind farms at time \( t \) is denoted by \( V_t = [v_1^t, v_2^t, \ldots, v_N^t] \) and the corresponding wind direction vector is \( R_t = [r_1^t, r_2^t, \ldots, r_N^t] \). The proposed framework for time series forecasting is considered as a combination of functions \( F \) and \( T \). Here, \( T \) is a nonlinear function that maps the wind speed values of previous time steps at the wind farm \( i \) to the temporal feature space. This mapping is obtained by the LSTM network corresponding to the \( i \) th wind farm. Let us denote the number of time steps of the historical time series applied for the prediction task by \( L \). The proposed model learns a mapping \( F \) from the space of \( T \)'s to the space of \( V_{t+K} \) where \( K \) is the length of the forecasting horizon. Thus, the prediction framework has the following form:

\[
F(T_i(v_{t-L}^1, v_{t-L+1}^1, \ldots, v_t^1; \theta_1), T_2(v_{t-L}^2, v_{t-L+1}^2, \ldots, v_t^2; \theta_2), \ldots, T_N(v_{t-L}^N, v_{t-L+1}^N, \ldots, v_t^N; \theta_N); \zeta) = \hat{V}_{t+K}^i
\] (1)

Here, \( \hat{V}_{t+K}^i \) is the estimation obtained for the vector of actual wind speed values \( V_{t+K}^i \). \( \theta \) is the set of LSTMs parameters corresponding to the \( i \) th wind farm. One advantage of this formulation is that the LSTMs parameters \( \theta = \{ \theta_1, \theta_2, \ldots, \theta_N \} \) can be shared in order to speed up the training procedure. \( \zeta \) is the set of free parameters in the proposed graph deep learning model which contains a convolutional network for capturing spatial features using temporal features, i.e., \( T \)'s.

III. PROPOSED METHODOLOGY

In this section, the extraction of interval spatio-temporal deep features of the proposed graph feature learning method for short-term wind prediction is explained. First, the graph construction for modeling the set of underlying wind farms is discussed. Then, the temporal feature extraction is described using Long Short-Term Memory networks, and the rough spatial feature learning using convolution neural networks is explained in detail.

A. Graph Modeling

Wind speed and direction time series obtained from surrounding wind farms in a region have high spatial correlations, and a graph structure is designed to leverage such relationships. In order to model the underlying wind farms, a graph \( G = (V, E) \) is assumed. Here, \( V \) is the set of \( N \) nodes, each corresponding to a wind farm, and \( E \) is the set of edges.

A node \( i \) is connected to some node \( j \) if and only if \( i \) and \( j \) are neighbors. The neighborhood relationship is defined using the mutual information of \( i \) and \( j \) in the historical data. Suppose for wind farm \( i \), there exists \( H \) historical wind speed time series values \( v^i(t) \) and wind direction \( r^i(t) \) with \( t \in [1, H] \). For each wind farm \( i \), a two-dimensional historical signal \( h_{ij}^t \) is obtained that contains wind speed and direction records. These measurements are considered for all \( N \) neighboring wind sites. In order to define \( E \) for each pair of nodes \( i \) and \( j \), the mutual information between \( h^i \) and \( h^j \), \( M(h^i, h^j) \) is computed. Similar to the correlation computation method in [25] and [26], first the mutual information is computed for the speed and direction time series inside \( h^i \) and \( h^j \) separately. Here, the mutual information \( M(h^i, h^j) \) represents the average of wind speed and direction correlation values corresponding to nodes \( i \) and \( j \). If \( M(h^i, h^j) > \tau \) for some \( \tau > 0 \), then \( (i, j) \in E \); otherwise, there is no connection between two nodes. The adjacency matrix \( A \) is a symmetric square matrix of size \( N \), in which each element \( A(i, j) \) reflects the closeness of two wind farms \( i \) and \( j \). The adjacency matrix is defined as the following:

\[
A(i, j) = \begin{cases} e^{-d_{ij}} & \text{if } M(h^i, h^j) > \tau \\ 0 & \text{otherwise} \end{cases}
\] (2)

B. Temporal Feature Learning

Assume the wind speed values corresponding to time steps \( \tilde{t} \leq t \) are available at time step \( t \) to tune a regression model for estimating the target function \( V_{t+K} \) with forecasting horizon \( K > 0 \). An \( L \)-length time window \( [t-L+1, t-L+2, \ldots, t-1, t] \) is considered for the wind speed time series to capture the temporal wind data features. For wind farm \( i \), temporal features are extracted from the input vector to learn the mapping \( T_i(v_{t-L}^1, v_{t-L+1}^1, \ldots, v_t^1; \theta) \) by tuning parameters \( \theta \).

In the proposed framework, a supervised recurrent LSTM network model [31] is applied to learn deep temporal
features \( \theta_i \) in each graph node \( i \in V \). Unlike earlier proposed state-of-the-art deep architectures that applied DBN [24] and SAE [26] for temporal feature extraction, the proposed model captures the sequential nature of the wind time series.

The LSTM network consists of memory blocks that contain memory cells with self-connections that are able to store the temporal state of the model. In addition to memory units, the LSTM block has the following special multiplicative computational units: 1) input gate that controls the input activations fed to the memory cell; 2) output gate that controls the output flow of the cell activations into the subsequent memory block; 3) forget gate that scales the corresponding cell’s temporal state before adding it back to the cell as an input signal applying a self-recurrent connection. This gate can control and reset the memory content adaptively. Fig. 1 shows a memory block. Here, \( x(k) \) is the input at time step \( k \) and \( h(k) \) is the output of the previous block. \( i(k), f(k), \) and \( o(k) \) are the signals corresponding to the input, forget, and output gates, respectively. The gates’ output signals are computed by:

\[
\begin{align*}
i(k) &= g(W_i x(k) + U_i h(k-1) + b_i) \\
f(k) &= g(W_f x(k) + U_f h(k-1) + b_f) \\
o(k) &= g(W_o x(k) + U_o h(k-1) + b_o)
\end{align*}
\]  

(3)

where \( g(.) \) is the nonlinear activation function of the input, output, and forget signals. In this paper, a sigmoid unit is considered for this function and the parameter space consists of a set of tunable weight matrices \( Q = \{ W_i, U_i, W_f, U_f, W_o, U_o \} \) and bias vectors \( B = \{ b_i, b_f, b_o \} \).

The new state of the memory cell \( C(k) \) is computed by partially forgetting the existing memory content \( C(k-1) \) and adding the new memory content \( C(k) \) and

\[
\begin{align*}
\tilde{C}(k) &= \tilde{g}(W_c x(k) + U_c h(k-1) + b_c) \\
C(k) &= f(k)C(k-1) + i(k)\tilde{C}(k)
\end{align*}
\]  

(4)

Here, \( \tilde{Q} = \{ W_c, U_c, b_c \} \) are the free parameters of the memory cell. A hyperbolic tangent function is utilized for the memory cell state activation \( \tilde{g} \). In the LSTM training process associated with each node \( j \), the parameters tuned for the corresponding wind farm are \( \theta_j = Q \cup B \cup \tilde{Q} \). Here, \( x = v_i \) for \( k \in [t - L + 1, t] \) corresponding to each time step \( k \) is considered as the input for our temporal feature learning procedure. The temporal model contains \( L \) memory blocks, and the hidden state of the last block, \( h(L) = \tilde{C}_i \), is the temporal data representation for the \( i \) th wind site.

C. Spectral Graph Convolutions

The spectral convolutions [37] on \( G \) can be written as the multiplication of temporal features of all \( N \) nodes in \( V \), that is \( F = C(T_1, T_2, ..., T_N) \in \mathbb{R}^N \), with a filter \( \psi_\omega = \text{diag}(\theta) \) where \( \theta \in \mathbb{R}^N \) is the vector of filter parameters in the Fourier domain. This convolutional operation can be written as:

\[
\psi_\omega * F = U \psi(\theta) U^T F
\]  

(5)

where \( U \) is the eigenvector matrix for the normalized graph Laplacian \( L = \begin{bmatrix} 0 & D \\ D^T & 0 \end{bmatrix} \begin{bmatrix} I & A \\ A^T & I \end{bmatrix} = U \Lambda U^T \) with \( \Gamma \) as a diagonal matrix which contains the eigenvalues of \( L \). Here, \( I \) is the identity matrix, \( A \) is the adjacency matrix of \( G \), and \( D_{ii} = \sum_j A_{ij} \). Using this notation, the graph Fourier transform of \( F \) is \( U^T F \). The filter \( \psi_\omega \) can be represented as a function of the eigenvalues of the normalized Laplacian; thus, the filter can be denoted by \( \psi_\omega(\Gamma) \). Since the matrix multiplication of the eigenvector matrix \( U \) in (5) has \( O(N^2) \) time complexity and the Eigen decomposition of \( L \) can result in very expensive computations [32], \( \psi_\omega(\Gamma) \) is estimated using Chebyshev polynomials [37] \( P_j(\cdot) \):

\[
\psi_\omega(\Gamma) \approx \sum_{j=0}^{J} \omega_j P_j\left( \frac{2}{\lambda_{\text{max}}} - I \right)
\]  

(6)

where \( \lambda_{\text{max}} \) is the maximum eigenvalue in \( L \) and \( \omega \in \mathbb{R}^J \) is the Chebyshev coefficients. The Chebyshev polynomials are computed recursively by:

\[
\begin{align*}
P_0(x) &= 1 \\
P_1(x) &= x \\
P_{j+1}(x) &= 2xP_j(x) - P_{j-1}(x)
\end{align*}
\]  

(7)

Using (5), the convolution of temporal features extracted by the LSTM networks, i.e. \( \psi_\omega * F \), can be rewritten as:

\[
\psi_\omega * F \approx \sum_{j=0}^{J} \omega_j P_j\left( \frac{2}{\lambda_{\text{max}}} - L - I \right)F
\]  

(8)

This equation is a polynomial with order \( J \) since the approximation contains \( J \) Chebyshev terms. Therefore, (8) is a \( J \)-localized polynomial; that is, only the temporal features extracted from the nodes that are at most \( J \) steps away from a central node are applied in the convolution of \( G \). Using (8) a convolutional network can be defined to learn from the graph data applying convolution operations on the nodes in set \( V \).

D. Rough Set Theory

Rough Set Theory is a mathematical tool introduced by Pawlak [33] to address uncertain and inexact knowledge. \( S = \langle U, A, V, f \rangle \) is a 4-length tuple representing an information system. Here, \( U \) is a finite non-empty set which is the universe of primitive objects and \( A \) is the non-empty set
of attributes. Every attribute $a \in A$ has a domain $V_a$ and $V$ is the union of all attribute domains in $S$. Using the above notations, $f : U \times A \rightarrow V$ is defined as the information function; thus, $\forall u \in U \ \forall a \in A : f(u, a) \in V_a$.

Let us assume $M \subseteq A$ is a set of attributes, the objects $u_1$ and $u_2$ are indiscernible from each other in the information system $S$, if and only if $\forall m \in M : f(u_1, m) = f(u_2, m)$. For any concept set $X \subseteq U$ and attribute set $M$, the Rough Set Theory defines two types of estimations for $X$ using the knowledge in $M$; the M-upper bound estimation $MX$ and the M-lower bound estimation $M\bar{X}$. These estimations are computed by:

$$\begin{align*}
M\bar{X} &= \bigcup\{O \in U \mid M : O \subseteq X\} \\
MX &= \bigcup\{O \in U \mid M : O \subseteq X\}
\end{align*}$$

(9)

The concept set $X$ has also an M-boundary region computed by:

$$BND_M(X) = MX - M\bar{X}$$

(10)

$MX$ represents the set of all objects in the universe of primitive objects that can be surely labeled as a member of $X$ using the knowledge of attributes in $M$. The upper-bound estimation $MX$ shows the set of objects that can possibly be labeled as a member of $X$ and the M-boundary contains the objects that cannot be certainly labeled as a member of the concept set. If $MX = \bar{X}$, that is $BND_M(X) = \emptyset$, then $X$ is called a crisp (exact) set with respect to the attribute set $M$; otherwise, $X$ is a rough set.

E. Graph Convolutional Deep Learning Architecture

Fig. 2 shows the structure of the proposed deep spatio-temporal feature learning model on a graph of wind farms. As presented in the graph model, the wind farm pairs with highly correlated wind speed and direction time series are formed as members of $E$, and the adjacency matrix $A$ is computed using (2).

A neural network is designed based on the graph theory and graph convolutions. The proposed neural network is incorporated into the Rough Set Theory in order to extract meaningful interval spatio-temporal features from the underlying wind data. The proposed Graph Convolutional Deep Learning Architecture consists of several convolutional layers of the form of (8) stacked together with interval rough feature learning layers that apply Leaky Rectified Linear Unit (ReLU) activations. The ReLU activation for an input $x$ is defined as:

$$f(x) = \begin{cases} 
\max(x, 0) & \text{if } x > 0 \\
mx & \text{otherwise}
\end{cases}$$

(11)

where $m \leq 1$ is the leakage coefficient that makes the parameters tunable using the gradient of the supervised error function even if the input value is negative. In contrast to sigmoidal activations, this activation does not saturate for large input values; thus, the derivative of (10) is non-zero for small values; hence, the model can be tuned more effectively compared to sigmoidal networks.

Limiting the layer-wise convolution operation to $J=1$ in (8) results in a linear function with respect to the normalized graph Laplacian $L$. Having such a linear formulation, the maximum eigenvalue of $L$ can be estimated by $\lambda_{\text{max}} = 2$ since the neural network can easily adapt to this change when trained on the training samples. Having these approximations, (8) can be written as:

$$\psi_\alpha * F \approx \omega_0 P_0(L-I)F + \omega_1 p_1(L-I)F$$

$$= \omega_0 F + \omega_1 (L-I)F$$

$$= \omega_0 F - \omega_1 D^{\frac{1}{2}}AD^{\frac{1}{2}}F$$

(12)

Here, $\omega_0$ and $\omega_1$ are two tunable filter parameters. These parameters are shared among all nodes. In order to avoid the overfitting problem, $\omega_0$ and $\omega_1$ are replaced by a single filter parameter $\alpha_0 = -\omega_1$; therefore, (12) can be computed by:

$$\psi_\alpha * F \approx \alpha(I + D^{\frac{1}{2}}AD^{\frac{1}{2}})F$$

(13)

In order to deal with the uncertainties in the wind data, we are motivated to incorporate the Rough Set Theory with the deep spatio-temporal feature extractor. Interval filter parameters, $\alpha_U$ and $\alpha_k$, are introduced as the upper- and
lower-bound parameters, respectively. The proposed spatio-temporal feature learning model with rough pattern recognition, has an upper-bound and lower-bound approximation for (13) computed as:

\[
O_{\text{max}} = \max(\sigma_L, (I + D^{-\frac{1}{2}}AD^{-\frac{1}{2}})F, \sigma_L(I + D^{-\frac{1}{2}}AD^{-\frac{1}{2}})F) \quad (14)
\]

\[
O_{\text{min}} = \min(\sigma_L, (I + D^{-\frac{1}{2}}AD^{-\frac{1}{2}})F, \sigma_L(I + D^{-\frac{1}{2}}AD^{-\frac{1}{2}})F)
\]

The total output of the \(k\)th layer of the proposed spatio-temporal feature extraction model is calculated by:

\[
O^k = \alpha^k O_{\text{max}}^k + \beta^k O_{\text{min}}^k
\]

where \(0 < \alpha^k \leq 1\) and \(0 \leq \beta^k \leq 1\) are the rough coefficients that set the contributions of the upper-bound and lower-bound activations to the latent representation. \(O_{\text{max}}^k\) and \(O_{\text{min}}^k\) are the rough approximations of \(O^k\). Applying the renormalization trick \([37]\) to address numerical instabilities and exploding/vanishing gradients of the supervised error signal, the upper-bound approximation for the \(k\)th layer is rewritten as:

\[
O_{\text{max}}^k = \max(\sigma_L, M O^{k-1}, \sigma_L M O^{k-1})
\]

where \(M = \tilde{D}^{-\frac{1}{2}}(A + I)\tilde{D}^{-\frac{1}{2}}\), and \(\tilde{D}\) is defined as \(\tilde{D}_{ij} = (A + I)_{ij}\). Similar formulation can be written to compute \(O_{\text{min}}^k\), the lower-bound approximation of \(O^k\).

Assume that the output signal obtained from the LSTM network is \(F = [T_1, T_2, ..., T_N] \in \mathbb{R}^N\), the forward propagation of the proposed spatio-temporal deep network with \(L\) layers is computed as:

\[
F^l = \alpha^l \max(f(MF^{l-1}W_U^l, M F^{l-1}W_L^l)) + \beta^l \min(f(MF^{l-1}W_U^l, M F^{l-1}W_L^l)) \quad 1 \leq l \leq L \quad (16)
\]

where \(F^0 = F\) is the temporal feature vector obtained from the LSTM networks, \(Y = F^L\) is the output of the graph convolutional deep learning architecture, \(M\) is a pre-processed matrix computed in (15), \(W_U^l\) and \(W_L^l\) are the upper-bound and lower-bound rough parameters in layer \(l\).

The proposed deep learning model can be trained in an end-to-end manner using the gradients of the supervised squared error function \(\frac{1}{K} \sum_{k=1}^{K} (O(k) - T(k))^2\) where \(K\) is the total number of training samples available in the training wind dataset, \(O(k)\) is the output of GCDLA for the \(k\)th sample, and \(T(k)\) is its corresponding desired output which is the actual wind speed value vector for all the nodes in \(V\).

IV. NUMERICAL RESULTS

A. Dataset

In this case study, 145 wind sites located in the northern states of the US are considered to train and evaluate the proposed prediction model. The data is obtained from the Eastern Wind Integration Dataset \([38]\) that consists of wind speed for 1,326 simulated wind generation sites. Fig. 3 shows the locations of the wind sites under study. The dataset consists of 6 years of wind speed and wind direction measurements from 2007 to 2012 with 5-min intervals. Each year contains 105,120 data samples. The 2007-2011 datasets are considered for graph modeling and supervised training of GCDLA as well as model validation. The validation set consists of 20% of the available data. The 2012 wind data is used to evaluate the efficiency of the proposed approach by comparing the performance of the proposed GCDLA model to other recently proposed deep learning and shallow feature extraction architectures. The wind speed time series are forecasted for a certain horizon; however, the time step in which the forecasting is updated is 5-minutes. This means that every 5-minutes the wind speed forecast is updated for the rolling forecasting horizon.

![Fig. 3. Locations of the underlying wind sites obtained from the Eastern Wind Dataset](image)

B. Evaluation Metrics

The root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) are calculated as three evaluation metrics to assess the forecasting performance:

\[
RMSE = \frac{1}{N} \sum_{n=1}^{N} \left(\frac{1}{M} \sum_{m=1}^{M} e_{nm}^2\right)
\]

\[
MAE = \frac{1}{N} \sum_{n=1}^{N} \left(\frac{1}{M} \sum_{m=1}^{M} e_{nm}\right)
\]

\[
MAPE = \frac{100}{N} \sum_{n=1}^{N} \left(\frac{1}{M} \sum_{m=1}^{M} \frac{e_{nm}}{a}\right)
\]

Here, \(e_{nm}\) is the prediction error of the \(n\)th wind site for the \(m\)th test sample. The total number of test samples is denoted by \(M\) and \(a\) represents the actual wind data.

C. Implementation Details

The proposed GCDLA model is implemented using Tensorflow \([39]\) with GPU acceleration to speed up the training process. The model is implemented on a multi-GPU computer system with two NVIDIA GTX980 graphics cards and a 3.2 GHz CPU.

In the graph modeling procedure, the mutual information threshold is set to \(\tau = 0.4\). The time window length \(L\) for the LSTM’s input is chosen from the set \(\Omega = \{20, 25, 30, 35, 40, 45, 50\}\). Batch size of the training procedure can range from 40 to 100 with 10 as a gap. The learning rate of the batch gradient descent algorithm is set to \(10^{-3}\) and the number of training epochs is 80. The number of hidden layers \(k\) in the spatio-temporal feature learning model...
can range from 2 to 6. The best configuration is chosen after running the model on the validation set for 100 times. Fig. 4 shows the validation RMSE of hourly wind speed forecasting for various settings with the optimal batch size of 80. As shown in this figure, the RMSE is significantly decreased when the number of hidden layers is increased; however, large numbers of layers can lead to a noticeable decline in the performance due to overfitting on the training samples.

In this study, the optimal GCDLA architecture with respect to the validation accuracy consists of three convolutional layers with a time window length of 30 steps. The Chebyshev polynomial order of this architecture is \( J = 2 \); hence, the temporal features extracted from the nodes that are at most two steps away from a central node are applied in the convolution of \( G \) in (8). The maximum eigenvalue of \( L \) for the corresponding model is \( \lambda_{\text{max}} = 2 \) and the optimal time window length is 45 steps.

![Figure 4. Validation RMSE of the spatiotemporal model using different configurations](image)

D. Experimental Settings

Two experimental settings, supervised and semi-supervised, are conducted to evaluate the performance of the proposed methodology:

1) Supervised Learning: In this experiment, the true labels (actual wind speed values) of all nodes in \( G \) are observed in order to train GCDLA. Here, the network utilizes the supervision information obtained from all nodes to estimate the speed values of all input nodes simultaneously.

2) Semi-Supervised Learning: The true labels of the regression problem, i.e. actual wind speed values of each node, can be propagated using the proposed filters in (12). Hence, GCDLA can capture spatio-temporal patterns in a semi-supervised fashion on any graph-structured data. GCDLA only requires observing labels of a small portion of nodes in \( G \). This method propagates the captured information of the wind data patterns in the supervised nodes through the edges of our graphical model to label both observed and unobserved nodes.

E. Supervised Learning

In this study, the proposed GCDLA is trained using the data obtained from all nodes in the modeled graph. The input size of neural networks and the number of nonlinear mappings (hidden layers) in the architecture are hyper-parameters of GCDLA. As discussed in Section IV.C, the number of hidden layers is selected according to the performance of GCDLA on the validation set. In order to show the effect of the number of input wind sites (graph size) on GCDLA’s performance, we randomly select \( N \in \{15, 30, 120, 145\} \) wind sites to train and evaluate GCDLA for 100 runs. In each run, the proposed methodology is trained and evaluated on the wind data corresponding to a subset of nodes in graph \( G \). Each run consists of an independent validation to find the optimal set of parameters.

Figures 5 and 6 show the average RMSE and MAPE reported for various time horizons, respectively. When the number of supervised observable nodes is increased, the model obtains more accurate spatial information from the region of interest; hence, the performance is enhanced. For instance, when 6-hr ahead prediction is considered, GCDLA with 15 observable nodes has a MAPE of 15.17, while this error reaches 13.20 and 13.05 for 120 and 145 supervised nodes, respectively. Moreover, for 6-hr ahead prediction task, the RMSE of the model decreases by 13.09% as the input size is increased from 15 nodes to 145 nodes. This improvement is more considerable for larger time horizons as the prediction will require more supervised information when the problem complexity grows. Although having larger modeled graphs helps GCDLA to capture more powerful deep spatio-temporal features, smaller architectures still have high prediction accuracy compared to the state-of-the-art deep learning models. Fig. 7 shows the hourly forecasting performance of GCDLA with only 15 input nodes on 40 test samples of May 25th 2012 compared to recently proposed deep learning models, i.e. Deep Belief Network (DBN) [24] and Stacked Auto-encoder (SAE) [25, 26]. As shown in Fig. 7(a) and 7(b), GCDLA follows the actual wind speed values with higher accuracy compared to DBN and SAE. The largest absolute prediction error of GCDLA in this period is 0.29 m/s while applying DBN and AE leads to 1.09 m/s and 1.38 m/s errors, respectively. Although both DBN and GCDLA capture complex nonlinear features with high abstractions, GCDLA leads to noticeably higher accuracy, especially when the prediction time horizon is expanded. As shown in Fig. 7(b), GCDLA is able to accurately estimate the peaks while the error rate is increased at peaks in AE when the wind data has relatively high variations.

F. Comparison with State-of-the-art Methodologies

In order to further investigate the prediction performance of our methodology, the proposed deep spatio-temporal feature learning model is compared with recently proposed shallow and deep feature extraction techniques. Single-model and hybrid approaches presented below are used as benchmarks to highlight the performance of the GCDLA.

1) Single-model Methodologies

In this study, shallow architectures including feed-forward neural network (FFNN) [17],[18], time delay neural network (TDNN), and nonlinear autoregressive neural network (NARNN) [9], as well as recently introduced deep feature learning models such as Deep Belief Network [24] and Stacked Auto-encoder neural network [25], [26] are compared with the proposed GCDLA. The Persistence (PR) model [2] is further presented as a benchmark due to its decent performance for ultra-short-term and short-term predictions.
In recent years, two deep learning architectures, DBN [24] and SAE [25], [26], have been proposed for short term wind prediction. SAE applies a stack of auto-encoders to learn a nonlinear manifold from the underlying wind data. Similar to Generalized Principal Component Analysis (GPCA) utilized in the SVR methodology [6], the auto-encoders in [25] and [26] reduce the dimensionality of the historical wind speed data in order to recover useful data patterns for a linear regression (LR) model. The architecture contains several layers of sigmoid units trained using a greedy layer-by-layer unsupervised algorithm. The parameters of SAE, as well as the

with 6.29% and 8.79% RMSE and MAE improvements compared to TDNN on average over all prediction tasks. For the 3-hr ahead prediction task, a significant 15.30% RMSE and 11.83% MAE improvement is observed for the NARNN architecture. This is due to the recurrent signals that can help the model to capture meaningful temporal features from the underlying wind time series.

Table I and II show the average test RMSE and MAE for short term wind speed forecasting with 10-min, 30-min, 1-hr, 2-hr, and 3-hr ahead forecasting tasks. PR leads to accurate ultra-short-term forecasts; however, for the extended prediction time horizons, the corresponding RMSE and MAE grow very fast due to the smoothness assumption. When the forecast horizon is extended, the linear correlation of future wind speed values and historical data is decreased; hence, PR is not a reliable technique for forecasts with longer horizons.

As shown in Table I, the recurrent shallow architectures, i.e. TDNN and NARNN, have smaller RMSE and MAE compared to FFNN. TDNN has 11.6% less RMSE in 10-min ahead forecasting. It also improves the FFNN’s MAE by 2.71%. NARNN has generally better performance compared to TDNN.

In recent years, two deep learning architectures, DBN [24] and SAE [25], [26], have been proposed for short term wind prediction. SAE applies a stack of auto-encoders to learn a nonlinear manifold from the underlying wind data. Similar to Generalized Principal Component Analysis (GPCA) utilized in the SVR methodology [6], the auto-encoders in [25] and [26] reduce the dimensionality of the historical wind speed data in order to recover useful data patterns for a linear regression (LR) model. The architecture contains several layers of sigmoid units trained using a greedy layer-by-layer unsupervised algorithm. The parameters of SAE, as well as the

Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>10-min</th>
<th>30-min</th>
<th>1-hr</th>
<th>2-hr</th>
<th>3-hr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence</td>
<td>0.703</td>
<td>1.071</td>
<td>1.679</td>
<td>1.940</td>
<td>2.321</td>
</tr>
<tr>
<td>FFNN</td>
<td>0.670</td>
<td>0.920</td>
<td>1.302</td>
<td>1.521</td>
<td>1.714</td>
</tr>
<tr>
<td>TDNN</td>
<td>0.592</td>
<td>0.881</td>
<td>1.112</td>
<td>1.239</td>
<td>1.477</td>
</tr>
<tr>
<td>NARNNN</td>
<td>0.570</td>
<td>0.820</td>
<td>1.105</td>
<td>1.178</td>
<td>1.251</td>
</tr>
<tr>
<td>SAE[26]</td>
<td>0.491</td>
<td>0.780</td>
<td>0.884</td>
<td>0.906</td>
<td>0.938</td>
</tr>
<tr>
<td>DBN[24]</td>
<td>0.487</td>
<td>0.774</td>
<td>0.845</td>
<td>0.872</td>
<td>0.913</td>
</tr>
<tr>
<td>GCDLA</td>
<td>0.431</td>
<td>0.702</td>
<td>0.721</td>
<td>0.781</td>
<td>0.807</td>
</tr>
</tbody>
</table>

Table II

<table>
<thead>
<tr>
<th>Method</th>
<th>10-min</th>
<th>30-min</th>
<th>1-hr</th>
<th>2-hr</th>
<th>3-hr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence</td>
<td>0.583</td>
<td>0.871</td>
<td>1.403</td>
<td>2.007</td>
<td>2.179</td>
</tr>
<tr>
<td>FFNN</td>
<td>0.442</td>
<td>0.821</td>
<td>0.983</td>
<td>1.439</td>
<td>1.641</td>
</tr>
<tr>
<td>TDNN</td>
<td>0.430</td>
<td>0.803</td>
<td>0.941</td>
<td>1.241</td>
<td>1.377</td>
</tr>
<tr>
<td>NARNNN</td>
<td>0.398</td>
<td>0.793</td>
<td>0.902</td>
<td>1.001</td>
<td>1.214</td>
</tr>
<tr>
<td>SAE[26]</td>
<td>0.351</td>
<td>0.539</td>
<td>0.711</td>
<td>0.792</td>
<td>0.958</td>
</tr>
<tr>
<td>DBN[24]</td>
<td>0.349</td>
<td>0.518</td>
<td>0.682</td>
<td>0.740</td>
<td>0.912</td>
</tr>
<tr>
<td>GCDLA</td>
<td>0.301</td>
<td>0.491</td>
<td>0.533</td>
<td>0.692</td>
<td>0.784</td>
</tr>
</tbody>
</table>

As shown in Table I, the recurrent shallow architectures, i.e. TDNN and NARNN, have smaller RMSE and MAE compared to FFNN. TDNN has 11.6% less RMSE in 10-min ahead forecasting. It also improves the FFNN’s MAE by 2.71%. NARNN has generally better performance compared to TDNN.
LR weights, are further fine-tuned applying a stochastic gradient descent optimizer with an L2 regularization error term for the weights. The DBN architecture contains several Restricted Boltzmann Machines trained using the Contrastive Divergence method [24] with Gibbs sampling to tune Bernoulli RBMs. The RMSE and MAE results in Tables I and II show the better accuracy of DBN in all time horizons. DBN outperforms SAE by 2.48% in RMSE and 3.98% in MAE. The higher accuracy of DBN shows the superiority of RBMs to effectively capture the probability distribution of the underlying wind data using generative techniques. The proposed spatio-temporal deep feature learning model, GCDLA, has 0.431 m/s RMSE in 10-min ahead wind prediction. This error is 11.49% lower than the average RMSE obtained by the state-of-the-art deep feature learning model, i.e., the DBN in [24]. GCDLA has also a MAE of 0.301 m/s which is significantly smaller than the MAE obtained by the DBN.

In order to further investigate the reliability of GCDLA, the Normalized Root Mean Squared Error (NRMSE), which is the RMSE in (17) normalized by the range of observed data, is computed to provide a scale-independent error measure. Fig. 8 shows the NMRSE percentage histogram as well as the probability density function of the fitted distribution. Applying the Kolmogorov-Smirnov statistical test [26], the Johnson distribution with a mean of 6.68% and standard deviation of 2.91% is fitted to the corresponding histogram data.

2) Hybrid Methodologies

Hybrid approaches make use of multiple feature extraction and regression methodologies for the prediction task. In this work, GCDLA is compared to three recently introduced hybrid methods presented below:

1) E-GA-APSO-WNN [35]: This approach utilizes Ensemble Empirical Mode Decomposition (EEMD) to reduce uncertainties in wind data. Genetic Algorithm (GA) incorporated with Particle Swarm Optimization (APSO) is used as an optimization method for the parameter update process in a Wavelet Neural Network (WNN). GA and APSO help to find better local solutions for the network parameters; however, the time complexity of such evolutionary algorithms is very high.

2) ELM-HBSA [36]: A hybrid algorithm for short-term wind speed forecasting using a compound structure of Extreme Learning Machine (ELM) based on feature selection and parameter optimization using hybrid backtracking search algorithm (HBSA) is developed in [36]. The proposed approach effectively learns highly nonlinear characteristics of wind speed signals and outperforms ARIMA.

3) SVR [6]: The SVR-based methodology presented in [6] is also tested as a machine learning approach on the underlying regression problem. In this method, GPCA is employed to automatically discover patterns in the wind data while SVR is utilized for wind data regression to generate the final forecast.

Figures 9 and 10 depict the average RMSE and MAPE of single-model approaches such as PR, FFNN, TDNN, NARNN, SAE, DBN with the hybrid methodologies including E-GA-APSO-WNN, ELM-HBSA, and SVR. As shown in these plots, hybrid methodologies generally show better performance (smaller RMSE and MAPE) compared to single-model approaches. FFNN, TDNN, and NARNN are empirical risk minimization models in which the training process aims to find the best fits on the training samples. As a result, there may be cases where the individual error can be significantly high on the testing data, while SVR is a structural risk minimization model that can reduce the overfitting risk to a certain extent. Therefore, SVR has stronger individual error control ability than the single-model approaches. Moreover, SVR utilizes kernel tricks that lead to capturing features in high dimensional spaces while maintaining low computational cost.

Although deep single-model methods, DBN and SAE, are able to capture high abstractions in wind data which lead to better accuracy compared to SVR, other hybrid methodologies, E-GA-APSO-WNN and ELM-HBSA, still obtain better results. Among hybrid models, E-GA-APSO-WNN has generally the lowest RMSE and MAPE as a result of applying evolutionary computational techniques that find solutions (network parameters) close to the optimal solution of the regression problem. Despite the high accuracy of E-GA-APSO-WNN, this method cannot be tuned online due to very high time complexity of GA and APSO, while all single-model techniques including GCDLA are optimized both in offline and online settings. GCDLA outperforms E-GA-APSO-WNN by 0.32 m/s RMSE in 1-hr ahead prediction, which is increased to 0.78 m/s RMSE when the forecast horizon is extended to 24 hours. The superiority of GCDLA is also presented in Fig. 10. Here, MAPE increases with a faster rate for E-GA-APSO-WNN compared to GCDLA when the time horizon is extended.

Fig. 8. Histogram of NMRSE percentage with the probability density function of the fitted Johnson distribution

G. Time Complexity Analysis

The time complexity of machine learning methodologies is a key factor considered when devising new computational algorithms for real-world problems. A proposed algorithm should have a running time less than the response time needed for the underlying problem. In this study, the online training time of the proposed GCDLA model is computed with the change of the modeled graph size \( N \). Fig. 11 shows the online training time of GCDLA as a function of graph size and the forecasting time horizon. As shown in this plot, the running time increases as the forecast horizon is extended. This is because of the increase in the complexity of the problem.
which leads to larger architectures and more number of tunable parameters to update at each run of the proposed algorithm. The maximum update time is corresponding to the 24-hr ahead prediction using a graph of size 145 and at each run, all parameters are updated in 0.048 seconds. This period is negligible for online applications of this methodology. The running time corresponding to smaller time horizons or smaller input graph sizes, is less than this amount as the problem complexity decreases.

**H. Semi-supervised Learning**

One major contribution of our proposed model is the ability to train the deep neural network in a semi-supervised approach. In contrast to the supervised setting, here, only a percentage of the number of nodes need to be observable during the training time while the rest of the nodes can be labeled during the test time. This characteristic helps the model decrease the offline training time (which is the time complexity bottleneck for neural network-based methodologies) while the accuracy is not sacrificed. Tables III and IV show the average MAPE and RMSE of GCDLA in our semi-supervised settings for 6-hr and 12-hr ahead forecasting tasks, respectively. As shown in Table III, the increase in the percentage of the observable nodes reduces the MAPE and RMSE, and increases the offline and online training times. Therefore, considering the negative correlation among the performance indices (i.e. RMSE and offline training time) a tradeoff can be reached by adjusting the percentage of the observable nodes. A similar notion is presented in Table IV for 12-hours ahead prediction. It is worth noting that the online and offline training times are negligible compared to the forecasting time steps in practice.

**TABLE III**  
**ACCURACY AND TRAINING TIME OF SEMI-SUPERVISED GCDLA FOR 6-HR AHEAD PREDICTION WITH RESPECT TO PERCENTAGE OF OBSERVABLE NODES**

<table>
<thead>
<tr>
<th>Percentage of Observable Nodes</th>
<th>MAPE (m/s)</th>
<th>RMSE (m/s)</th>
<th>Offline Training time (min)</th>
<th>Online Training time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>21.49</td>
<td>2.15</td>
<td>15.12</td>
<td>0.017</td>
</tr>
<tr>
<td>40</td>
<td>18.76</td>
<td>2.03</td>
<td>16.95</td>
<td>0.018</td>
</tr>
<tr>
<td>60</td>
<td>15.01</td>
<td>1.56</td>
<td>20.04</td>
<td>0.023</td>
</tr>
<tr>
<td>80</td>
<td>14.83</td>
<td>1.39</td>
<td>25.19</td>
<td>0.028</td>
</tr>
<tr>
<td>100</td>
<td>13.05</td>
<td>1.35</td>
<td>28.43</td>
<td>0.033</td>
</tr>
</tbody>
</table>

**TABLE IV**  
**ACCURACY AND TRAINING TIME OF SEMI-SUPERVISED GCDLA FOR 12-HR AHEAD PREDICTION WITH RESPECT TO PERCENTAGE OF OBSERVABLE NODES**

<table>
<thead>
<tr>
<th>Percentage of Observable Nodes</th>
<th>MAPE (m/s)</th>
<th>RMSE (m/s)</th>
<th>Offline Training time (min)</th>
<th>Online Training time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>33.28</td>
<td>2.83</td>
<td>19.04</td>
<td>0.016</td>
</tr>
<tr>
<td>40</td>
<td>28.19</td>
<td>2.29</td>
<td>20.12</td>
<td>0.019</td>
</tr>
<tr>
<td>60</td>
<td>22.53</td>
<td>1.85</td>
<td>29.41</td>
<td>0.025</td>
</tr>
<tr>
<td>80</td>
<td>19.94</td>
<td>1.73</td>
<td>33.09</td>
<td>0.029</td>
</tr>
<tr>
<td>100</td>
<td>16.05</td>
<td>1.66</td>
<td>35.72</td>
<td>0.032</td>
</tr>
</tbody>
</table>

**I. Spatial Outcomes**

In order to show the effectiveness of our spatio-temporal methodology in capturing meaningful spatial features, actual and predicted wind speed values in 19 points of the studied region are investigated during the test time. The corresponding wind sites are denoted by alphabetical symbols in Fig. 12. As shown in this plot, the points are selected from various locations with a large diversity of distances in the Euclidean space. For instance, the points N and O are both in the north area of Peoria city with a relatively small distance with each other (14.32 miles), while E (near Rockford city) and Q (near Sandusky city) have a large distance of 435.46 miles from one another. Fig. 13 depicts the normalized mutual information matrix $M$ computed in our graph modeling process. As shown in this plot, nodes with lower spatial distance have higher historical wind correlation and larger weights in the adjacency matrix.
In order to see the effectiveness of spatio-temporal graph learning, a similarity measurement is defined on the actual and also forecasted wind speed measurements. For each pair of wind sites \( (i, j) \) and for each time step \( t \), we define the similarity matrix entry as \( S(i, j, t) = \exp(-\text{diff}(i, j, t)) \) where \( \text{diff}(i, j, t) = |v_i^t - v_j^t| \). Here, \( v_i^t \) is the wind speed time series value obtained from either GCDLA or the actual wind speed measurement at wind site \( i \) in time step \( t \). In Fig. 14(a), \( S(i, j, t) \) is computed for the GCDLA’s 3-hr ahead prediction outputs for all wind site pairs at 11:00 AM on April 3\(^{rd}\). Fig. 14(b) depicts similar results for the actual wind speed values for the same locations and time. As shown in this plot, each pair \( (i, j) \) has similar values in its corresponding entry in both similarity diagrams. Moreover, the patterns shown in Figs. 14(a) and 14(b) support the results presented in Fig. 13. If two data points are highly correlated, the corresponding entries have high actual/forecasted wind speed similarities in Fig. 14; however, the reverse may not necessarily be true. The comparison of the patterns in Figures 14(a) and 14(b), shows that our proposed GCDLA can accurately capture the correlation among adjacent nodes in \( G \) using filters in (12). Moreover, comparing Figs. 13 with 14 justifies the utilization of mutual information as a reliable measure for the graph modeling in the proposed wind forecasting methodology.

In this paper, a novel spatio-temporal wind speed feature learning model is proposed based on Deep Learning, Graph Theory, and Rough Set Theory. The proposed architecture employs a recurrent LSTM model for temporal feature extraction of each wind site. The set of wind farms is modeled as a graph in which the nodes with high wind speed and direction correlations are connected by an edge. The extracted temporal features from each wind site are further fed to a novel graph convolutional deep learning architecture motivated by the localized first-order approximation of spectral graph convolutions. In order to learn robust features, Rough Set Theory is incorporated with the proposed framework by extracting interval upper-bound and lower-bound filtering parameters applied in the convolutional layers of GCDLA. The obtained spatio-temporal features can handle noise and uncertainties in the wind speed data. The results obtained by the proposed model on the Eastern Wind Dataset show significant RMSE and MAE improvement compared to shallow architectures and recent state-of-the-art Deep Learning architectures such as Deep Belief Networks and Stacked Auto-encoder networks.
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