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Abstract

While biometric authentication has advanced significantly in recent years, evidence shows the technology can be susceptible to malicious spoofing attacks. The research community has responded with dedicated countermeasures which aim to detect and deflect such attacks. Even if the literature shows that they can be effective, the problem is far from being solved; biometric systems remain vulnerable to spoofing. Despite a growing momentum to develop spoofing countermeasures for automatic speaker verification, now that the technology has matured sufficiently to support mass deployment in an array of diverse applications, greater effort will be needed in the future to ensure adequate protection against spoofing. This article provides a survey of past work and identifies priority research directions for the future. We summarise previous studies involving impersonation, replay, speech synthesis and voice conversion spoofing attacks and more recent efforts to develop dedicated countermeasures. The survey shows that future research should address the lack of standard datasets and the over-fitting of existing countermeasures to specific, known spoofing attacks.
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1. Introduction

Various distinctive and measurable physiological and behavioural traits have been investigated for biometric recognition (Jain et al., 2006). As our primary method of communication, speech is a particularly appealing modality. Individual differences in both physiological and behavioural characteristics, e.g. the vocal tract shape and intonation, can be captured and utilised for automatic speaker verification (ASV) (Kinnunen and Li, 2010).

Recent advances in channel and noise compensation techniques have significantly improved ASV performance to levels required for mass-market adoption. Reliable and efficient authentication is now possible in smartphone logical access scenarios (Lee et al., 2013) and in e-commerce (Nuance, 2013) for example. Even though ASV provides a low-cost and convenient approach to authentication, however, reliability in the face of spoofing remains a concern (Evans et al., 2013; Evans et al., 2014b).

A generic biometric system may be manipulated or attacked at various stages between sample acquisition and the delivery of an authentication result (Ratha et al., 2001; Faundez-Zanuy, 2004; Galbally et al., 2010). In the specific case of ASV as illustrated in Fig. 1, attacks at both the microphone and transmission levels are generally considered to pose the greatest threat (Faundez-Zanuy et al., 2006). Here, an adversary, typically referred to as an impostor, might seek to deceive the system by impersonating another enrolled user at the microphone in order to manipulate the ASV result. Alternatively, captured speech signals can be intercepted and replaced at the transmission level by another specially crafted voice signal. Since speaker recognition is commonly used in telephony, or other unattended, distributed scenarios without human supervision or face-to-face contact, speech is arguably more prone to malicious interference or manipulation than other biometric signals; the potential for ASV systems to be spoofed is now well-recognised (Evans et al., 2013; Evans et al., 2014b; Wu and Li, 2013).

Prior to the consideration of spoofing, ASV systems were designed to distinguish between target speakers and zero-effort impostors. This research focuses on improving fundamental recognition performance, as opposed to security or robustness to spoofing and drove the community to investigate different approaches to speaker characterisation at the feature level including: (i) short-term spectral and voice source features, such as Mel-frequency cepstral coefficients (MFCCs) and glottal pulse features; (ii) prosodic
and spectro-temporal features such as rhythm, pitch and other segmental information; (iii) high-level features such as phonetic, idiolect, and lexical features (Kinnunen and Li, 2010). Due to their simplicity and resulting ASV performance, most speaker verification systems utilise short-term spectral features. The literature shows that systems based on such features are vulnerable to spoofing; speech signals with corresponding features reflective of other speakers can be synthesised with ease (Evans et al., 2013; Evans et al., 2014b).

Numerous vulnerability studies suggest an urgent need to address spoofing. This can be accomplished via one of two general approaches. Some work, e.g. Kinnunen et al. (2012) shows that advanced algorithms, such as joint factor analysis (Kenny, 2006), may offer an inherent protection from spoofing. The first approach is therefore to continue with the traditional pursuit of improved fundamental performance (i.e. in the face of only zero-effort impostors). The other approach involves the design of specific or generalised spoofing countermeasures. While both approaches will remain important, independent countermeasures have the advantage of being easily incorporated into existing ASV system and of being able to detect spoofing attempts. Research in this latter approach is in its relative infancy and greater attention will be needed in the future.

While the use of different datasets, protocols and metrics hinders such a task, this paper provides a survey of the past work. We compare the vulnerabilities of four different spoofing attacks considered thus far: impersonation, replay, speech synthesis and voice conversion. We then review anti-spoofing approaches or countermeasures for each form of attack. Finally we discuss directions for future work which will be necessary in order to address weaknesses in the current research methodology.

2. Automatic speaker verification

The task of an automatic speaker verification (ASV) system is to accept or reject a claimed identity based on a speech sample (Kinnunen and Li, 2010). There are two types of ASV systems: text-dependent and text-independent. Text-dependent systems assume fixed or prompted phrases which are usually the same for enrolment and for verification. Text-independent systems operate on arbitrary utterances, possibly spoken in different languages (Campbell, 1997). Text-dependent ASV is generally better suited to authentication scenarios since higher recognition accuracy can then be achieved with shorter utterances. Nevertheless, text-independent systems also have utility, for example in call-centre applications including caller verification for telephone banking. On account of evaluation sponsorship and dataset availability, text-independent ASV dominates the field and the research tends to place greater emphasis on surveillance applications rather than authentication.

This section describes briefly the state-of-the-art in ASV and the potential for the technology to be spoofed. More general and detailed overviews of the fundamentals (not specific to spoofing) can be found in Campbell (1997), Bimbot et al. (2004), Kinnunen and Li (2010), Li and Ma (2010), Togneri and Pullella (2011) and Li et al. (2013).

2.1. Feature extraction

A speech signal has threefold information: voice timbre, prosody and language content. Correspondingly, speaker individuality can be characterised by short-term spectral, prosodic and high-level idiolectal features. Short-term spectral features are extracted from short frames typically of 20–30 ms duration. They describe the short-term spectral envelope which is an acoustic correlate of voice timbre. Mel-frequency cepstral coefficients (MFCCs), linear predictive cepstral coefficients (PLPCs) and perceptual linear prediction (PLP) are all popular spectral features.

Prosodic features are extracted from longer segments such as syllables and word-like units to characterise speaking style and intonation. These features, such as pitch, energy and duration, are less sensitive to channel effects. However, due to their sparsity, the extraction of prosodic features requires relatively large amounts of training data (Adami et al., 2003; Kajarekar et al., 2003; Shriberg et al., 2005), and pitch extraction algorithms are generally unreliable in noisy environments (Gerhard, 2003).

High-level features (Doddington, 2001; Reynolds et al., 2003) are extracted from a lexicon (or other discrete tokens) to represent speaker behaviour or lexical cues. High-level features are considered to be even less sensitive to channel and noise effects than spectral and prosodic

\[ \text{http://www.nuance.com/landing-pages/products/voicebiometrics/freespeech.asp.} \]
features. However, the extraction of high-level features requires considerably more complex front-ends, such as those which employ automatic speech recognition (Kinnunen and Li, 2010; Li and Ma, 2010).

2.2. Speaker modelling and classification

Approaches to text-independent ASV generally focus on modelling the feature distribution of a target speaker. The theoretical framework of most ASV systems involves the computation of a log-likelihood ratio (LLR) score,

\[ \ell = \log \frac{p(X|H_0)}{p(X|H_1)}, \tag{1} \]

and its comparison to a pre-determined threshold in order to decide in favour of either the target hypothesis \( H_0 \) (same speaker) or the alternative hypothesis \( H_1 \) (different speaker). Here \( X = \{x_1, x_2, \ldots\} \) is a sequence of feature vectors while \( p(X|H_0) \) and \( p(X|H_1) \) denote the likelihood of each hypothesis. Intuitively, the alternative model \( p(X|H_1) \) helps to normalise common effects not related to speaker identity. There are many different ways to implement Eq. (1). In the classical approach (Reynolds and Rose, 1995), features \( X \) are typically MFCCs and the acoustic models are Gaussian mixture models (GMMs) (see below). With more modern techniques, \( X \) can also be high-dimensional i-vectors (Dehak et al., 2011) modelled with probabilistic linear discriminant analysis (PLDA) back-ends (Li et al., 2012) (see below). Even so, GMMs are still needed for i-vector extraction and thus we provide a more detailed presentation of the GMM in the following.

GMMs have been used intensively and their combination with a universal background model (UBM) has become the de facto standard, commonly referred to as the GMM-UBM approach (Reynolds et al., 2000). Here, speech samples pooled from a large number of speakers are used to estimate a speaker-independent UBM using a maximum likelihood (ML) criterion; the UBM likelihood corresponds to \( p(X|H_1) \) in Eq. (1). Speaker-dependent models, used in determining \( p(X|H_0) \) in Eq. (1), are then derived from the UBM with maximum a posteriori (MAP) adaptation using the speech samples of a target speaker (Gauvain and Lee, 1994). The target speaker and UBM models are used as the hypothesised and alternative speaker models respectively.

As a two-class classification problem, the discrimination between hypothesised and alternative speaker models is key to performance. The combination of GMM supervectors and support vector machine (SVM) classifiers was developed to enable the discriminative training of generative models (Campbell et al., 2006). This idea led to the development of many successful model normalisation techniques including nuisance attribute projection (NAP) (Solomonoff et al., 2005; Burget et al., 2007) and within-class covariance normalisation (WCCN) (Hatch et al., 2006). These techniques all aim to compensate for intersession variation and channel mismatch.

Parallel to the development of SVM-based discriminative approaches, generative factor analysis models were pioneered in Kenny (2006), Kenny et al. (2007) and Kenny et al. (2008). In particular, joint factor analysis (JFA) (Kenny, 2006) can improve ASV performance by incorporating distinct speaker and channel subspace models. These subspace models involve the training of various hyper-parameters and generally require large quantities of labelled utterances. JFA subsequently evolved into a simplified total variability model or ‘i-vector’ approach which is now the state of the art (Dehak et al., 2011). An i-vector represents an arbitrary utterance, encoded via its GMM mean supervector, with a low dimensional vector of latent variables. From this perspective, i-vector extraction is a dimensionality reduction process, which accordingly supports the application of traditional pattern recognition techniques to i-vector modelling and comparison. Probabilistic linear discriminant analysis (PLDA) (Li et al., 2012), a factor analysis technique originally developed for face recognition (Prince and Elder, 2007), is the most popular approach. The normalisation of i-vectors to lie on a unit sphere is also popular as a pre-processing technique for the PLDA back-end (Garcia-Romero and Espy-Wilson, 2011).

In contrast to text-independent systems, text-dependent systems not only model the feature distribution, but also the language content. The underlying feature extraction, speaker modelling and classification approaches developed for text-independent systems, including i-vector and PLDA models, can also be applied within text-dependent systems with minor modifications (Larcher et al., 2013b; Stafylakis et al., 2013).

2.3. System fusion

In addition to the development of increasingly robust models and classifiers, there is a significant emphasis within the ASV community on the study of classifier fusion. The motivation is based on the assumption that multiple, independently trained recognisers together capture different aspects of the speech signal not covered by a single classifier alone. Fusion also provides a convenient vehicle for large-scale research collaborations promoting independent classifier development and benchmarking (Saedi, 2013).

Different classifiers can involve different features, classifiers, or hyper-parameter training sets (Brümmer et al., 2007; Hautamäki et al., 2013b). A simple, yet robust approach to fusion involves the weighted summation of the base classifier scores, where the weights are optimised according to a logistic regression cost function.

3. Vulnerability of speaker verification to spoofing

3.1. Possible attack points

A typical ASV system involves two processes: offline enrolment and runtime verification. During the offline enrolment, a target speaker model is trained using features
extracted from a sample of speech. The runtime verification process is illustrated in Fig. 1, where a speaker first asserts an identity claim and then provides a sample of his/her speech. Features similarly extracted from this sample are compared to the model in order to determine whether or not the speaker matches the claimed identity.

In practice the sample is compared to two models, one corresponding to the hypothesised speaker and a second representing the alternative hypothesis. The classifier determines a match score which represents the relative similarity of the sample to each of the two models. Finally, the decision logic module uses the relative score (usually, a log-likelihood ratio) to either accept or reject the identity claim.

These components and the links between them all represent possible attack points (Ratha et al., 2001). Eight such vulnerability points for a generic ASV system are also illustrated in Fig. 1. They can be categorised as follows:

**Direct attacks**, also referred to as *spoofing attacks*, can be applied at the microphone level as well as the transmission level – labelled as attack points 1 and 2 in Fig. 1. Examples include the impersonation of another person or the presentation of a pre-recorded or synthesised speech signal at the microphone.

**Indirect attacks** are performed within the ASV system itself – labelled as attack points 3 to 8 in Fig. 1. Indirect attacks generally require system-level access, for example attacks which interfere with feature extraction (points 3 and 4), models (points 5 and 6) or score and decision logic computation (points 7 and 8).

Even if for some physical or logical access scenarios, attacks may be applied only at the microphone (Lee et al., 2013), and in contrast to the wider literature pertaining to other biometric modalities (Ratha et al., 2001), we include transmission level attacks (point 2 in Fig. 1) as a form of direct attack in the context of ASV. This is justified on account of the often-distributed nature of ASV systems which might allow for an attacker to interfere with the microphone signal. There is also potential for spoofed speech signals can be injected immediately prior to transmission while bypassing the microphone entirely. To exemplify, the Skype Voice Changer allows a voice signal to be manipulated after capture but prior to transmission.

Since neither microphone level nor transmission level attacks necessarily require system-level access, they are the most easily implemented attacks and are thus the greatest threat to typical ASV systems (Faundez-Zanuy et al., 2006). They are accordingly the focus in the remainder of this paper. In past studies of ASV spoofing, impersonation and replay attacks are assumed to apply at the microphone. Even if speech synthesis and voice conversion attacks may also be applied at the microphone, in the literature they generally target the transmission level, thereby bypassing the microphone.

### 3.2. Potential vulnerabilities

This section explains the potential for typical ASV systems to be spoofed. We focus on two key ASV modules: feature extraction and speaker modelling.

#### 3.2.1. Feature extraction

All three feature representations described in Section 2.1 are potentially vulnerable to spoofing attacks. Due to their simplicity and performance, short-term spectral features are the most popular. Ignoring any channel effects, replay attacks which use a pre-recorded speech sample can faithfully reflect the spectral attributes of the original speaker. State-of-the-art speech synthesisers contain models of short-term spectral characteristics and can thus be adapted to reflect those of a specific, target speaker (Ling et al., 2012). Voice conversion can also generate speech signals whose spectral envelope reflects that of a target speaker (Matrouf et al., 2006). Fig. 2 illustrates the effect of voice conversion on an impostor speech signal (dashed blue profile). The spectral envelope corresponding to a single speech frame is shifted towards that of a given, target speaker (green profile). ASV systems which use short-term spectral features are thus vulnerable to spoofing.

Prosodic characteristics may also be mimicked through impersonation and appropriately trained speech synthesis and voice conversion systems. For example, some speech synthesisers can generate fundamental frequency trajectories which are highly correlated with those of a given, target speaker (Qian et al., 2011).

High-level features reflect language content and speaker behaviour, e.g. the choice of words. Although such features might be useful for speaker characterisation, they may be mimicked relatively easily. For example, replay attacks are performed using a target speaker’s pre-recorded speech,
which will naturally contain the same or similar language content and speaker behaviour. Speech signals with similar language content can also be synthesised with ease.

3.2.2. Speaker modelling

Most approaches to speaker modelling, be they applied to text-independent or text-dependent ASV, have their roots in the standard GMM. Most lack the modelling of temporal sequence information, a key characteristic of human speech, which might otherwise afford some protection from spoofing; most models of the feature distributions used in typical speech synthesis and voice conversion algorithms assume independent features of observations, but are nonetheless effective as spoofing attacks. As shown in Kons and Aronowitz (2013), HMM-based systems, which capture temporal information, are more robust to spoofing than GMM-based systems when subject to the same spoofing attack.

While preliminary studies of fused ASV system approaches to anti-spoofing were reported in Riera et al. (2012), some insight into their likely full potential can be gained from related work in fused, multi-modal biometric systems. A long-lived claim is that multi-biometric systems should be inherently resistant to spoofing since an impostor is less likely to succeed in spoofing all the different subsystems. We note, however, that Rodriques et al. (2009) and Akhtar et al. (2012) suggests it might suffice to spoof only one modality (or sub-system) under a score fusion setting in the case where the spoofing of a single, significantly weighted sub-system is particularly effective. Thus, traditional fusion techniques may not provide significantly increased robustness to spoofing unless they are coupled with dedicated spoofing countermeasures.

4. Evaluation protocol

Here we present a generic experimental protocol which applies to the majority of past work. We discuss database design and evaluation metrics with a focus on the comparability of baseline results with those of vulnerability and countermeasure studies.

4.1. Dataset design

While past studies of spoofing have used a range of different datasets (Alegre et al., 2014) there are some similarities in the experimental protocols. Essential to them all is the meaningful comparison of baseline performance to that for the same system when subjected to spoofing attacks. The majority of the past spoofing studies reported in this paper conform to the general assessment framework illustrated in Fig. 3. The diagram illustrates three possible inputs: genuine, zero-effort impostor and spoofed speech.

The combination of genuine and zero-effort impostor tests comprise a standard, baseline ASV evaluation. In this case we suppose the protocols for such an evaluation stipulate $M$ target trials and $N$ impostor trials. A new dataset suitable for the study of spoofing is derived from the baseline by replacing all impostor trials with spoofed trials. For example, in a study of spoofing through voice conversion, the speech data of all impostor trials are converted towards the target client in order to generate new speech data for spoofing evaluations. There are then $N$ spoofing trials which replace the $N$ previous impostor trials.

Referring once again to Fig. 3, baseline performance is assessed using the pool of $M$ genuine trials (a) and $N$ impostor trials (b), while that under spoofing is assessed with the pool of $M$ genuine trials (a) and $N$ spoofing trials (c). If the ASV system used for both baseline and spoofing tests is the same, then scores and decisions for all genuine trials will remain unchanged. The baseline performance and that under spoofing is thus directly comparable and the difference between them reflects the vulnerability of the system to the particular spoofing attack considered.

4.2. Evaluation metrics

The evaluation of ASV systems requires large numbers of two distinct tests: target tests, where the speaker matches the claimed identity, and impostor tests, where the identities differ. Accordingly, the ASV system is required to either
In addition to EER, FAR and FRR metrics, the detection cost function (DCF) is also popular. The DCF represents a trade-off between the FAR and FRR using a priori probabilities of target and non-target events. Although the DCF has been used widely for the evaluation of ASV performance, it has not been used extensively in the spoofing and countermeasure literature. Accordingly, in the following sections we report results only in terms of EERs, FARs and FRRs.

5. Spoofing and countermeasures

This section reviews past work to evaluate the vulnerability of typical ASV systems to spoofing and parallel efforts to develop anti-spoofing countermeasures. Spoofing implies an attack at either the microphone or transmission level using a manipulated or synthesised speech sample in order to bias the system towards verifying a claimed identity. We consider impersonation, replay, speech synthesis and voice conversion while concentrating on three different aspects: (i) the practicality of each spoofing attack; (ii) the vulnerability of ASV systems when subjected to such attacks, and (iii) the design of a realistic datasets for experimentation. With regard to countermeasures, we focus on: (i) the effectiveness of a countermeasure in preventing specific spoofing attacks, and (ii) the generalisation of countermeasures in protecting against varying attacks.

5.1. Impersonation

Impersonation is one of the most obvious approaches to spoofing and refers to attacks using human-altered voices, otherwise referred to as human mimicking. Here, an attacker tries to mimic a target speaker’s voice timbre and prosody without computer-aided technologies.

5.1.1. Spoofing

The work in Lau et al. (2004) showed that non-professional impersonators can readily adapt their voice to overcome ASV, but only when their natural voice is already similar to that of the target speaker (closest targets were selected from the YOHO corpus using a speaker recognition system). Further work in Lau et al. (2005) showed that impersonation increased FAR rates from close to 0% to between 10% and 60%. Linguistic expertise was not found to be useful, except in cases when the voice of the target speaker was markedly different to that of the impersonator. However, experiments reported in Maréthoz and Bengio (2006) suggest that, while professional impersonators are more effective than the untrained, even they are unable to consistently spoof an ASV system. A more recent study (Hautamäki et al., 2013) analysed the vulnerability of both classical GMM-UBM and state-of-the-art i-vector systems to impersonation attacks. In this study, five Finnish public figures were used as target speakers, all of whom were impersonated by a professional impersonator. Similar
to the findings in Mariehtoz and Bengio (2006), the impersonator was unable to spoof either ASV system.

In addition to specific spoofing assessments, some insights into potential vulnerabilities can be drawn from various acoustic-phonetic studies of impersonation (Endres et al., 1971; Blomberg et al., 2004; Eriksson and Wretling, 1997; Zetterholm et al., 2004; Farrus et al., 2008; Amin et al., 2014). An example of impersonation, in terms of spectrogram and formants, is illustrated in Fig. 5. The acoustic-phonetic studies show that, while imitators tend to be effective in mimicking long-term prosodic F0 patterns and speaking rates, they may be less effective in mimicking formant and other spectral characteristics. For instance, the imitator involved in the studies reported in Eriksson and Wretling (1997) was not successful in translating his formant frequencies towards the target, whereas different findings are reported in Kitamura (2008).

An interesting recent study (Amin et al., 2014) involves disguised speech material from three professional voice-over artists producing 27 distinct voice identities—interestingly, without any pre-specified target speakers, giving the impersonators artistic freedom in making up some virtual voice identities. One of the key observations was that the change in the vocal space (measured through F1 and F2) under impersonation cannot be described by a simple global transform; formant changes are vowel-specific. The

Table 2
Summary of impersonation spoofing attack studies. ASV = automatic speaker verification, FAR = false acceptance rate, IER = identification error rate and k-NN = k-nearest neighbour. Note that IER is not comparable with FAR.

<table>
<thead>
<tr>
<th>Study</th>
<th># target speaker</th>
<th># impersonators</th>
<th>FAR or IER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lau et al. (2004)</td>
<td>6</td>
<td>2</td>
<td>FAR/GMM-UBM/MFCCs</td>
</tr>
<tr>
<td>Lau et al. (2005)</td>
<td>4</td>
<td>6</td>
<td>FAR/GMM-UBM/MFCCs</td>
</tr>
<tr>
<td>Farrus et al. (2010)</td>
<td>5</td>
<td>2</td>
<td>IER/k-NN/Prosodic features</td>
</tr>
<tr>
<td>Hautamäki et al. (2013a)</td>
<td>5</td>
<td>1</td>
<td>IER/Vector/MFCCs</td>
</tr>
</tbody>
</table>
same study also investigated glottal parameters (open quotient) measured from parallel electro-glottographic (EEG) recordings and found that impersonators have an active voluntary control over their vocal fold patterns. Unsurprisingly, the impersonators varied the mean and standard deviation of both F0 and the speaking rate to create distinct speaker identities.

Characteristic to all studies involving professional impersonators is the use of relatively few speakers, different languages and ASV systems. The target speakers involved in such studies are also often public figures or celebrities and it is difficult to collect technically comparable material from both the impersonator and the target. Overall, these aspects make it difficult to conclude whether or not impersonation poses a genuine threat. Since impersonation is thought to involve mostly the mimicking of prosodic and stylistic cues, it is perhaps considered more effective in fooling human listeners than today’s state-of-the-art ASV systems (Perrot et al., 2005; Hautamäki et al., 2014).

Even if the statistical evidence from impersonation studies is limited, and the conclusions are somewhat inconsistent, there is alternative evidence for the potential of impersonation attacks. As discussed in Campbell (1997), Doddington et al. (1998) some impostor speakers have natural potential to be confused with other speakers. Similarly, certain target speakers may be more easily impersonated than others. The work in Stoll and Doddington (2010) demonstrated the existence of such speakers in the NIST 2008 corpus and their effect on a wide range of modern ASV systems. These observations are not specific to ASV and similar findings have been reported in the general biometric literature (Yager and Dunstone, 2010).

In all cases, so-called wolves and lambs (Campbell, 1997; Doddington et al., 1998) leave systems vulnerable to spoofing through the careful selection of target identities. Conversely, in order to impersonate a given individual, crowd-sourcing may be used to identify an impostor whose natural voice is similar to that of the target (Panjwani and Prakash, 2014). The work in Lau et al. (2005) and Stoll and Doddington (2010) showed how ASV systems themselves or even acoustic features alone may be employed to identify ‘similar’ speakers in order to provoke false acceptances.

Past studies involving impersonation attacks are summarised in Table 2. It shows a degree of inconsistency in their finding with various ASV systems and feature representations. In addition, all four studies were conducted with datasets containing only a small number of speakers. In general, further studies will be needed to fully understand the effectiveness of impersonation.

5.1.2. Countermeasures

While the threat of impersonation is not fully understood it is perhaps not surprising that there is virtually no prior work to investigate countermeasures against impersonation. If the threat is proven to be genuine, then the design of appropriate countermeasures might be challenging. Unlike the spoofing attacks discussed below, all of which can be assumed to leave traces of the physical properties of the recording and playback devices, or signal processing artefacts from synthesis or conversion systems, impersonators are live human beings who produce entirely natural speech. Interestingly, some related work (Amin et al., 2013; Amin et al., 2014) has addressed the problem of disguise detection. The rationale behind the disguise detector developed in Amin et al. (2013) and Amin et al. (2014) is that impersonators are less practised with the impersonated voices and consequently exhibit larger (exaggerated) acoustic parameter variation under disguise. Specifically, the disguise detectors in Amin et al. (2013) and Amin et al. (2014) used quadratic discriminant on the first two formants to quantify the amount of acoustic variation on a vowel-by-vowel basis. Despite promising disguise detection results – 95.8% to 100.0% in Amin et al. (2013) – the method requires vowel segmentation which was implemented through forced-alignment followed by manual correction.

It might be beneficial to investigate new metrics to predict how easy or difficult it might be to impersonate a certain target (Stoll and Doddington, 2010), and then to develop specific fall-back mechanisms to cope with such speakers during runtime recognition.

5.2. Replay

Replay is a form of spoofing whereby an adversary attacks an ASV system using a pre-recorded speech sample collected from a genuine target speaker. The speech sample can be any recording captured surreptitiously and even concatenated speech samples extracted from a number of shorter segments, for example to overcome text-dependent

4 While the spoofing attacks discussed in this article are meant to increase false acceptance rate, disguise is the opposite problem where one wishes to be not recognised as herself, thereby increasing false rejection (miss) rate.
ASV systems (Villalba and Lleida, 2011b). Replay is a simple spoofing attack, requiring no specific knowledge in speech processing. In addition, due to the availability of high quality and low-cost recording devices, such as smartphones, replay spoofing attacks are arguably the most accessible and therefore present a significant threat. An example of a practical replay attack is presented in Fig. 6. Here, a smartphone is used to replay a pre-recorded speech sample in order to unlock another smartphone which uses speaker verification technology for logical access authentication.

5.2.1. Spoofing

Even though they are among the most simple and easily implemented, only a small number of studies have addressed replay attacks. In those thus far reported, attacks are generally assumed to occur at the microphone level, although they can also be implemented at the transmission level in the case that replayed speech signals are immediately prior to transmission.

Vulnerabilities to replay attack were first evaluated in Lindberg and Blomberg (1999). The threat was assessed in the context of a hidden Markov model (HMM) text-dependent, digit sequence ASV system with attacks constructed from the concatenation of pre-recorded, isolated digits. Replay attacks were shown to provoke a significant increase in both the EERs and FARs. In particular, the EERs increased from 1.1% and 5.6% to 27.3% and 70.0% for male and female speakers, respectively. With the same threshold, the FARs were shown to increase from 1.1% and 5.6% to 89.5% and 100% for male and female speakers, respectively. The significant variation between male and female speakers lies in the use of only a single speaker in each case.

Vulnerabilities in the context of text-independent ASV were assessed in Villalba and Lleida (2010, 2011a). Both studies used pre-recorded speech samples which were collected using a far-field microphone and then replayed in a mobile telephony scenario. Results showed that the FAR of a joint factor analysis (JFA) system increased from 0.71% to almost 68% as a result of replay attacks. Both studies involved only five speakers.

A physical access scenario was considered in Wang et al. (2011). Although no baseline statistics were reported, a text-independent GMM-UBM system was shown to give an EER of 40.17% when subjected to replay attacks. This study used a dataset collected from 13 speakers.

Fig. 7 presents an example of replay speech in comparison to the genuine speech. It shows that the spectrogram
and formant trajectories of the replay speech (upper images) have a highly similarity to those of the genuine speech (lower images). We can infer that the spectral features extracted from such a spectrogram will match the future distribution of the target speaker to a considerable degree. Thus, it is easy to understand that ASV systems using spectral features are vulnerable to replay attacks.

A summary of the work involving replay spoofing attacks is presented in Table 3. Even if they are all based on a small number of speakers, all three studies are consistent in their findings: no matter what the ASV system, replay attacks provoke significant increases in FARs.

5.2.2. Countermeasures

Recently, due to the mass-market adoption of ASV techniques (Lee et al., 2013; Nuance, 2013) and the awareness and simplicity of replay attacks, both industry (Nuance, 2013) and academia (Shang and Stevenson, 2010; Villalba and Lleida, 2011a,b; Wang et al., 2011) have shown an interest in developing replay attack countermeasures.

The first approach to replay detection was reported in Shang and Stevenson (2010) in the context of a text-dependent ASV system using fixed pass-phrases. The detector is based upon the comparison of new access samples with stored instances of past access attempts. New accesses are identified as replay attacks if they produce a similarity score higher than a pre-defined threshold. Detection performance was assessed using a database of genuine and replayed accesses collected across three different communication channels and using three different replay devices. A large number of experiments confirmed that the detector succeeded in lowering the EER in most of the playback detection experiments conducted.

An alternative countermeasure based upon spectral ratio and modulation indexes was proposed in Villalba and Lleida (2011a,b). The motivation stems from the increase in noise and reverberation which occurs as a result of replaying far-field recordings. The spectrum is flattened as a result and thus the modulation index is reduced. A support vector machine was used to model the spectral and modulation indexes of genuine and replayed recordings collected across both landline and GSM telephone channels. The countermeasures were shown to reduce the FAR of a text-independent joint factor analysis (JFA) ASV system from 68% to 0% and 17% for landline and GSM channels, respectively.

A replay attack countermeasure based on the detection of channel noise was proposed in Wang et al. (2011). Licit recordings only contain channel noise from the recording device of the ASV system, while replay attacks incur additional channel noise introduced by both the recording device and the loudspeaker used for replay. Thus, the detection of channel effects beyond those introduced by the recording device of the ASV system serves as an indicator of replay attack. Experiments showed that the performance of a baseline GMM-UBM system with a EER of 40.17% under spoofing fell to 10.26% with the countermeasure.

While related to a multimodal scenario with both speaker and face recognition (Bredin et al., 2006) proposed a replay attack detection algorithm based on the lack in correspondence between acoustic and visual signals. Under replay attack an error rate of 0% was achieved when the visual signal consisted only of a still photo.

The performance of ASV systems with replay attack countermeasures is summarised in Table 3. Even if all the example studies involve only a small number of speakers, it is clear that replay attacks provoke significant increases in the reported FARs. While countermeasures are generally effective in reducing the FARs, they remain significantly higher than those of the respective baselines. Further work is thus required to develop more effective countermeasures.

5.3. Speech synthesis

Speech synthesis, commonly referred to as text-to-speech (TTS), is a technique for generating intelligible, natural-sounding artificial speech for any arbitrary text. Speech synthesis is used widely in various applications including in-car navigation systems, e-book readers, voice-over functions for the visually impaired, and communication aids for the speech impaired. More recent applications include spoken dialogue systems, communicative robots, singing speech synthesers, and speech-to-speech translation systems.

Typical speech synthesis systems have two main components: text analysis and speech waveform generation, which are sometimes referred to as the front-end and back-end, respectively. In the text analysis component, input text is converted into a linguistic specification consisting of elements such as phonemes. In the speech waveform generation component, speech waveforms are generated from the produced linguistic specification.

There are four major approaches to speech waveform generation. In the early 1970s, the speech waveform generation component used very low dimensional acoustic parameters for each phoneme, such as formants, corresponding to vocal tract resonances with hand-crafted acoustic rules (Klatt, 1980). In the 1980s, the speech waveform generation component used a small database of phoneme units called ‘diphones’ (the second half of one phone plus the first half of the following) and concatenated them according to the given phoneme sequence by applying signal processing, such as linear predictive (LP) analysis, to the units (Moulines and Charpentier, 1990). In the 1990s, larger speech databases were collected and used to select more appropriate speech units that match both phonemes and other linguistic contexts such as lexical stress and pitch accent in order to generate high-quality natural sounding synthetic speech with appropriate prosody. This approach is generally referred to as ‘unit selection,’ and is used in many speech synthesis systems, some commercial (Hunt and Black, 1996; Breen and Jackson, 1998; Donovan and
In the late 1990s another data-driven approach emerged. ‘Statistical parametric speech synthesis’ has grown in popularity in recent years (Yoshimura et al., 1999; Ling et al., 2006; Black, 2006; Zen et al., 2007). In this approach, several acoustic parameters are modelled using a time-series stochastic generative model, typically a hidden Markov model (HMM). HMMs represent not only the phoneme sequences but also various contexts of the linguistic specification in a similar way to the unit selection approach. Acoustic parameters generated from HMMs and selected according to the linguistic specification are used to drive a vocoder, a simplified speech production model with which speech is represented by vocal tract parameters and excitation parameters in order to generate a speech waveform. In addition to the four major approaches, inspired by advances in deep neural network (DNN)-based speech recognition (Hinton et al., 2012), new data-driven, DNN-based approaches have also been actively investigated (Zen et al., 2013; Ling et al., 2013; Lu et al., 2013; Qian et al., 2014).

The first three approaches are unlikely to be effective in ASV spoofing. The first two approaches do not provide for the synthesis of speaker-specific formant characteristics, whereas diphone or unit selection approaches generally require a speaker-specific database that covers all the diphones or relatively large amounts of speaker-specific data with carefully prepared transcripts. In contrast, state-of-the-art HMM-based speech synthesisers (Zen et al., 2009; Yamagishi et al., 2009) can learn speech models from relatively little speaker-specific data by adapting background models derived from other speakers based on the standard model adaptation techniques drawn from speech recognition, i.e. maximum likelihood linear regression (MLLR) (Leggetter and Woodland, 1995; Woodland, 2001).

5.3.1. Spoofing

There is a considerable volume of research in the literature which has demonstrated the vulnerability of ASV to synthetic voices generated with a variety of approaches to speech synthesis (Lindberg and Blomberg, 1999; Foomany et al., 2009; Villalba and Lleida, 2010). Although speech synthesis attacks can also be applied at the microphone level, the majority of past work assumes attacks at the transmission level.

ASV vulnerabilities to HMM-based synthetic speech were first demonstrated over a decade ago (Masuko et al., 1999; Masuko et al., 2000). The work used acoustic models adapted to specific human speakers (Masuko et al., 1996, 1997) and was performed using an HMM-based, text-prompted ASV system (Matsui and Furui, 1995). Feature vectors were scored against speaker and background models composed of concatenated phoneme models. When tested with genuine speech the ASV system achieved an FAR of 0% and an FRR of 7%. When subjected to spoofing attacks with synthetic speech, the FAR increased to over 70%. This work involved only 20 speakers.

Larger scale experiments using the Wall Street Journal corpus containing in the order of 283 speakers and two different ASV systems (GMM-UBM and SVM using Gaussian supervectors) were reported in De Leon et al. (2010b), De Leon et al. (2010a) and De Leon et al. (2012a). Using a state-of-the-art HMM-based speech synthesizer, the FAR was shown to rise from 0.28% and 0% to 86% and 81% for the GMM-UBM and SVM systems respectively. This result is due to the significant overlap in the distribution of ASV scores for genuine and synthetic speech, as shown in Fig. 8. Spoofing experiments using HMM-based
synthetic speech and a commercial, forensic speaker verification tool were also reported in Galou (2011) and reached similar findings.

Table 4 summarises the past work on speech synthesis attacks. In contrast to studies of impersonation and replay attacks, those of speech synthesis attacks generally use relatively large-scale datasets, usually of high-quality clean speech. All the past work confirms that speech synthesis attacks are able to increase significantly the FAR of all tested ASV systems, including those at the state of the art.

5.3.2. Countermeasures

Most approaches to detect synthetic speech rely on processing artefacts specific to a particular synthesis algorithm. Based on the observation that the dynamic variation in the speech parameters of synthetic speech tend to be less than those of natural speech (Satoh et al., 2001) investigated the use of intra-frame differences as a discriminative feature. This method works well in detecting HMM-based synthetic speech without global variance compensation (Tomoki and Tokuda, 2007).

In Chen et al. (2010), higher order Mel-cepstral coefficients (MCEPs) are employed to detect synthetic speech produced by an HMM-based synthesis system. The higher order cepstral coefficients, which reflect the detail in the spectral envelope, tend to be smoothed during the HMM model parameter training and synthesis processes. Therefore, the higher order cepstral components of synthetic speech exhibit less variance than natural speech. While estimates of this variance thus provide a means of discriminating between genuine and synthetic speech, such an approach is based on the full knowledge of a specific HMM-based speech synthesis system. The same countermeasure may thus not generalise well to other synthesisers which utilise different acoustic parameterisations.

There are some attempts which focus on acoustic differences between vocoders and natural speech. Since the human auditory system is thought to be relatively insensitive to phase (Quatieri, 2002), vocoders typically do not reconstruct speech-like phase information. This simplification leads to differences in the phase spectra between human and synthetic speech, differences which can be utilised for discrimination (De Leon et al., 2012a; Wu et al., 2012a). These methods work well when combined with prior knowledge of the vocoders.

Based on the difficulty in reliable prosody modelling in both unit selection and statistical parametric speech synthesis, other approaches to synthetic speech detection use F0 statistics (Ogihara et al., 2005; De Leon et al., 2012b). F0 patterns generated for the statistical parametric speech synthesis approach tend to be over-smoothed and the unit selection approach frequently exhibits ‘F0 jumps’ at concatenation points of speech units.

A summary of ASV performance with integrated spoofing countermeasures is presented in the right-most column of Table 4. While the countermeasure investigated in De Leon et al. (2012a) is shown to be effective in protecting both GMM-UBM and SVM systems from spoofing, as discussed above, most exploit prior knowledge of specific spoofing algorithms.

5.4. Voice conversion

Voice conversion aims to manipulate the speech of a given speaker so that it resembles in some sense that of another, target speaker (Stylianou, 2009; Evans et al., 2014a). In contrast to speech synthesis systems which require text input, the input to a voice conversion system is a natural speech signal. Typically, voice conversion involves spectral mapping and prosody conversion. Spectral mapping relates to voice timbre, while prosody conversion relates to prosodic features, such as fundamental frequency and duration.

There are three major approaches to spectral mapping: statistical parametric, frequency warping and unit-selection. Statistical parametric approaches usually implement linear or nonlinear conversion functions to map the spectral features of an input speech signal towards features representative of the target speaker. A straightforward approach to spectral mapping based on vector quantisation (VQ) was proposed in Abe et al. (1988). A mapping codebook is learned from source-target feature pairs and is then used to estimate target features from source features at runtime. Gaussian mixture model (GMM) based approaches, which improve on the hard clustering of VQ methods were proposed in Kain and Macon (1998), Stylianou et al. (1998) and Toda et al., 2007 to implement a weighted linear conversion function. Alternative, nonlinear approaches include those based on neural networks (Desai et al., 2010), dynamic kernel partial least squares (Helander...
et al., 2012), restricted Boltzmann machines (Chen et al., 2013) and deep belief networks (Nakashika et al., 2013).

As alternatives to data-driven statistical conversion methods, frequency warping based approaches to voice conversion were introduced in Toda et al. (2001), Sundermann and Ney (2003), Erro et al. (2010), Godoy et al. (2012) and Erro et al. (2013). Rather than directly substituting the spectral characteristics of the input speech signal, these techniques effectively warp the frequency axis of a source spectrum to match that of the target. Frequency warping approaches tend to retain spectral details and produce high quality converted speech. A so-called Gaussian-dependent filtering approach to voice conversion introduced in Matrouf et al. (2006) and Bonastre et al. (2007) is related to amplitude scaling (Godoy et al., 2012) within a frequency warping framework.

Similar to unit selection speech synthesis, unit selection approaches to voice conversion have also been investigated as a means of directly utilising the target speaker’s speech segments to generate converted speech (Sundermann et al., 2006; Dutoit et al., 2007; Wu et al., 2013a). As reported in the voice conversion literature, unit selection approaches produce converted speech much closer to the target speaker than statistical parametric approaches (Sundermann et al., 2006; Dutoit et al., 2007; Wu et al., 2013a) in terms of speaker individuality and subjective listening tests.

In addition to the spectral content, prosody information also plays an important role in characterising speaker individuality. Among the most significant aspects of prosody investigated in the context of voice conversion are the fundamental frequency (F0) and duration. Approaches to convert a source speaker’s F0 trajectories to those of a target speaker were investigated in Gillet and King (2003), Wu et al. (2006), Helander and Nurminen (2007) and Wu et al. (2010) whereas phoneme or syllable duration conversion approaches were reported in Wu et al. (2006) and Lolive et al. (2008).

Voice conversion technology is likely to be effective in attacking ASV systems. Spectral mapping techniques shift an impostor’s spectral characteristics to match those of a specific target speaker and hence present a threat to ASV systems which use spectral features. Meanwhile, prosody conversion can manipulate an attacker’s prosodic characteristics to mimic those of a target speaker and thus they present a risk to ASV systems which use prosodic features, e.g. Adami et al. (2003), Kajarekar et al. (2003), Shriberg et al. (2005), Dehak et al. (2007), Ferrer et al. (2010), Siddiq et al. (2012) and Kockmann (2012).

5.4.1. Spoofing

Voice conversion has attracted increasing interest in the context of ASV spoofing for over a decade. In Pellom and Hansen (1999), the vulnerability of a GMM-UBM ASV system was evaluated using the YOHO corpus, which consists of 138 speakers. These experiments showed that the FAR increased from a little over 1% to 86% as a result of voice conversion attacks.

Some of the early work in larger-scale, text-independent speaker verification spoofing includes that in Perrot et al. (2005) and Matrouf et al. (2006). The work in Perrot et al. (2005) evaluated the vulnerability of a GMM-UBM ASV system. Experiments reported on the 2004 NIST speaker recognition evaluation (SRE) dataset showed that a baseline EER of 16% increased to 26% as a result of voice conversion attacks. The work in Matrouf et al. (2006) investigated a Gaussian-dependent filtering approach to convert the spectral envelope of the input speech signal towards that of the target speaker. These experiments, conducted on the 2005 NIST SRE dataset, showed that the baseline EER for a GMM-UBM system increased from 8% to over 60% as a result of voice conversion attacks which exploit knowledge of the ASV system. The work in Bonastre et al. (2007), conducted on the 2005 and 2006 NIST SRE datasets, showed a reduced degradation in the EER from 6.61% to 28.7% when different feature parameterisations are used for ASV and voice conversion. Even so, this particular approach to voice conversion produces high-quality, natural speech.

The work in Kinnunen et al. (2012) and Wu et al. (2012b) extended the study of GMM-UBM systems to consider an array of different approaches to ASV. The work was performed on the 2006 NIST SRE dataset using both joint-density GMM and unit selection approaches to voice conversion. Even if converted speech could be detected easily by human listeners, experiments involving six different ASV systems showed universal susceptibility to spoofing. The FAR of the JFA system increased from 3.24% to over 17% in the case of GMM-based voice conversion attacks. That of the most robust PLDA system increased from 2.99% to over 40% in the face of unit selection conversion attack. These results are due to the considerable overlap in the distribution of ASV scores for genuine and converted speech, as shown in Fig. 9.

![Score distributions before and after voice conversion attacks for a PLDA system as reported in Wu et al. (2012b).](image-url)
Still in the context of text-independent ASV, other work relevant to voice conversion includes attacks referred to as artificial signals. It was noted in Alegre et al. (2012a) and Alegre et al. (2012b) that certain short intervals of converted speech yield extremely high scores or likelihoods. On their own, such short intervals are not representative of intelligible speech but are nonetheless effective in overcoming ASV systems which lack any form of speech quality assessment. Artificial signals optimised with a genetic algorithm were shown to provoke increases in EER from 8.5% to almost 80% for a GMM-UBM system and from 4.8% to almost 65% for a factor analysis (FA) system.

The work in Kons and Aronowitz (2013) examined the vulnerability of several state-of-the-art text-dependent systems, namely, i-vector, GMM-NAP and HMM-NAP systems. Among the three systems, HMM-NAP employed a speaker-independent hidden Markov model (HMM) instead of a GMM to capture temporal information. Results showed that voice conversion provoked increases in the EERs and FARs of all the three systems. Specifically, the FAR of the most robust HMM-NAP system increased from 1% to 36%.

Table 5 presents a summary of spoofing studies described above. Unlike impersonation and replay spoofing studies, and as illustrated in the second column of Table 5, most studies involving voice conversion were performed with large-scale datasets with a large number of speakers. Even though some approaches to voice conversion produce speech with clearly audible artefacts (Chen et al., 2003; Toda et al., 2007; Erro et al., 2013), Table 5 shows that all provoke significant increases in the FAR across a variety of different ASV systems.

5.4.2. Countermeasures

Voice conversion bears some similarity to speech synthesis in that some voice conversion algorithms employ vocoding techniques similar to those used in statistical parametric speech synthesis (Zen et al., 2009). Accordingly, some of the first work to detect converted speech drew on related work in synthetic speech detection (De Leon et al., 2011).

The work in Wu et al. (2012b) exploited artefacts introduced by the vocoder as a means of discriminating converted speech from natural speech. Cosine normalised phase (cos-phase) and modified group delay phase (MGD-phase) features were shown to be effective. Experiments performed on the 2006 NIST SRE dataset were shown to give a detection EER of 5.95% and 2.35% using cos-phase and MGD-phase countermeasures, respectively. This work was extended in Wu et al. (2012b) to investigate the effect of countermeasure performance on that of ASV, as illustrated in Fig. 10. With the countermeasure, the FAR of a PLDA ASV system reduced from 19.27% and 41.25%
to 0.0% and 1.71% under GMM and unit-selection voice conversion spoofing attacks respectively. Interestingly, baseline performance was not affected as a result of integrating spoofing countermeasures. Even so, being based on the absence of natural phase, neither countermeasure is likely to detect converted voice exhibiting real-speech phase, as produced by the conversion approach in Matrouf et al. (2006).

The work in Alegre et al. (2012b) and Alegre et al. (2013b) assessed an approach to detect both voice conversion attacks which preserve real-speech phase (Matrouf et al., 2006; Bonastre et al., 2007) and artificial signal attacks (Alegre et al., 2012a). Results in Alegre et al. (2012b) suggest that supervisor-based SVM classifiers are naturally robust to artificial signal attacks whereas the work in Alegre et al. (2013b) shows that voice conversion attacks can be detected effectively using estimates of utterance-level, dynamic speech variability. Converted speech was shown to exhibit less dynamic variability than natural speech. The effect of countermeasures on ASV performance was assessed in Alegre et al. (2013c). The FAR of an FA system was shown to fall from 54% under spoofing to 2% with integrated spoofing countermeasures.

A summary of the efforts to develop countermeasures against voice conversion spoofing attacks is presented in Table 5. It shows that countermeasures are effective in protecting ASV systems from voice conversion attacks, and that performance with integrated countermeasures is not too dissimilar to baseline performance.

6. Discussion

As discussed in Section 5, spoofing and countermeasures for ASV have been studied with various approaches to simulate spoofing attacks, different ASV systems, diverse experimental designs, and with a multitude of different datasets, evaluation protocols and metrics. The lack of commonality makes the comparison of vulnerabilities and countermeasure performance extremely challenging. Drawing carefully upon the literature and the authors’ own experience, we have nevertheless made such an attempt.

6.1. Spoofing

In Table 6, we summarise the threat of the four major approaches to spoofing considered in this paper. Each attack is compared in terms of accessibility and effectiveness. Accessibility is intended to reflect the ease with which the attack may be performed, i.e. whether the technology is widely known and available or whether it is limited to the technically-knowledgeable. Effectiveness reflects the increase in FAR caused by each attack, or the risk it poses to ASV.

Although some studies have shown that impersonation can fool ASV systems, in practice the effectiveness seems to depend on the skill of the impersonator, the similarity of the attacker’s voice to that of the target speaker, as well as the system itself. There are clearly easier, more accessible and more effective approaches to spoofing. Indeed, replay attacks are highly effective in the case of text-independent ASV and fixed-phrase text-dependent systems. Even if the effectiveness is reduced in the case of randomised, phrase-prompted text-dependent systems, replay attacks are the most accessible approach to spoofing, requiring only a recording and playback device such as a tape recorder or a smart phone.

Neither speech synthesis nor voice conversion systems capable of producing speech indicative of other specific, target speakers are readily available in commercial off-the-shelf systems. Nonetheless, both speech synthesis and speaker adaptation are active research topics with clear commercial applications. Trainable speech synthesis and publicly available voice conversion tools are already in the public domain, e.g. Festival\(^5\) and Festvox\(^6\) and it has been reported that some speech synthesis systems are able to produce speech comparable in quality to human speech.\(^7\) The accessibility of speech synthesis and voice conversion attacks should thus be considered medium to high. Among the others considered in this paper, speech synthesis and voice conversion spoofing attacks may pose the greatest threat to ASV performance and thus effectiveness, for both text-dependent and text-independent ASV systems is high.

6.2. Countermeasures

The vulnerability of ASV systems to each of the four attacks considered above has been confirmed by several independent studies. Even so, efforts to develop countermeasures are relatively embryonic, lagging far behind the

---


\(^6\) [http://www.festvox.org/index.html](http://www.festvox.org/index.html).

\(^7\) [http://www.festvox.org/blizzard/index.html](http://www.festvox.org/blizzard/index.html).
level of effort in the case of some other biometric modalities. Also summarised in Table 6 is the current availability of countermeasures for each spoofing attack, namely the status of countermeasures for immediate, practical use. Since impersonated speech is entirely natural, there are no processing artefacts which might otherwise be useful for detection purposes. Furthermore, to the best of our knowledge, there are no impersonation countermeasures in the literature and thus the availability is indicated as non-existent in Table 6.

Only a small number of countermeasures have been reported in the literature for replay attacks. Availability is thus indicated as low in Table 6. Even if speech synthesis and voice conversion have attracted greater attention, the majority of existing countermeasures make unrealistic use of prior knowledge. Availability is therefore indicated as medium. Furthermore, these countermeasures might be easily overcome if they are known to spoofing attackers. For example, countermeasures based on phase-related features can be overcome by including natural phase information.

6.3. Generalised countermeasures

All of the past work described above targets a specific form of spoofing and generally exploits some prior knowledge of a particular spoofing algorithm. In practice, however, neither the form of spoofing nor the exact algorithm can be known with any certainty. Hence, countermeasures based on processing artefacts indicative of a specific approach to spoofing may not generalise well in the face of varying attacks. Recent work has thus investigated the reliability of specific countermeasures to different attacks (not seen during training) in addition to new, generalised approaches.

The potential for generalised countermeasures is highlighted in independent studies of spoofing with synthetic speech (De Leon et al., 2012a) and converted voice (Wu et al., 2012a). Since both forms of attack employ vocoding techniques, the use of phase information proved a reliable means of detecting manipulated speech signals in both studies. The work in Wu et al. (2013b) also showed that a common countermeasure based on long-term, temporal magnitude and phase modulation features was successful in detecting both synthetic and converted speech, even if the countermeasure exploits knowledge of the vocoder. Longer-term or higher-level features were investigated in Alegre et al. (2013c) in the form of local binary pattern (LBP) analysis (Fig. 11), a technique originally developed for texture analysis in computer vision problems (Pietikäinen et al., 2011). The LBP-based countermeasure optimised for voice conversion was shown also to be effective in detecting entirely different (no common vocoder) speech synthesis and artificial signal attacks.

While still based on the LBP analysis proposed in Alegre et al. (2013c), the first entirely generalised countermeasure was proposed in Alegre et al. (2013a). Generality is ensured...
through the learning of a one-class classifier optimised using natural speech alone, without any form of spoofed speech training data. Despite the lack of any matched training data, experimental results presented in Fig. 12 show that the generalised, one-class classifier is effective in detecting both synthetic and converted speech, in addition to artificial signal spoofing attacks for which the detection EER is 0%.

7. Issues for future research

As discussed in Section 5, the spoofing and countermeasure studies reported in the literature were conducted with different datasets, evaluation protocols and metrics. Unfortunately, the lack of standards presents a fundamental barrier to the comparison of different research results. This section discusses the current evaluation protocols and metrics and some weaknesses in the methodology. We also discuss some open-source software packages which can be recommended for future spoofing and countermeasure research.

7.1. Large-scale standard datasets

Past studies of impersonation and replay spoofing attacks were all conducted using small-scale datasets, with only small numbers of speakers. While they all suggest that ASV systems might be vulnerable, it is difficult to draw any more meaningful conclusions without the use of significantly larger datasets. While many of the past studies on speech synthesis and voice conversion spoofing attacks already employ large-scale datasets, e.g. NIST speaker recognition evaluation (SRE) corpora, they all require the use of non-standard speech synthesis and voice conversion algorithms in order to generate spoofed speech. Moreover, some of the studies involving speech synthesis have used datasets of high-quality speech recorded in clean, controlled conditions; they lack channel/noise mismatch which might typify the practical use-case scenario. Larger-scale, standard datasets with realistic channel and recording environment variability will be needed for future work in order that the threat from each form of attack can be compared reliably under realistic conditions (Alegre et al., 2014).

It is probably for the study of countermeasures, however, where the need for standard datasets is greatest. All the past work has investigated countermeasures where details of the spoofing attack are either implicitly or explicitly known, e.g. the form of attack or even the exact algorithm. This is clearly wholly unrepresentative of the practical scenario where the nature of the spoofing attack can never be known precisely. In this sense, while past work is sufficient to demonstrate the potential of spoofing countermeasures, their performance is probably over-estimated. In addition, most of the past countermeasure studies have been conducted under matched conditions, e.g. where speech samples used to optimise the countermeasure are collected in the same or similar acoustic environment and over the same or similar channel as those used for evaluation. Large-scale, standard datasets are thus also needed in order that countermeasure performance can be evaluated not only with realistic channel or recording environment variability, but also in the absence of a priori knowledge and hence under variable attacks. The detection of spoofing will then be considerably more challenging but more reflective of practical use cases.

7.2. Evaluation metrics

While countermeasures can be integrated into existing ASV systems, they are most often implemented as independent modules which allow for the explicit detection of spoofing attacks. The most common approach in this case is to concatenate the two classifiers in series as illustrated in Fig. 10. As shown in Table 1, a standard ASV system measures two types of error: false acceptances and false rejections. Similarly, there are also two incorrect outcomes from a stand-alone countermeasure. The assessment of countermeasure performance on its own is relatively straightforward; results are readily analysed with standard detection error trade-off (DET) profiles (Martin et al., 1997) and related metrics.

It is often of interest, however, that the assessment reflects the impact on ASV performance. Assessment is then non-trivial, calling for the joint optimisation of combined classifiers. As reflected in Section 5, there are currently no standard evaluation protocols, metrics or ASV systems and there is thus a need to define such standards in the future.
Candidate standards for evaluation protocols and metrics are being drafted within the scope of the EU FP7 TABULA RASA project. Here, independent countermeasures preceding biometric verification are optimised at three different operating points where thresholds are set to obtain false fake rejection rates (the probability of labelling a genuine access as a spoofing attack) of either 1%, 5% or 10%. Only those samples labelled as genuine accesses are passed to the ASV system whereas those labelled as spoofed accesses are discarded. Performance is assessed using four different DET profiles, examples of which are illustrated in Fig. 13. The four profiles illustrate performance of the baseline system with naive (zero-effort) impostors, the baseline system with active countermeasures, the baseline system where all impostor accesses are replaced with spoofing attacks and, finally, the baseline system with spoofing attacks and active countermeasures. Consideration of all four profiles is needed to gauge the impacts of countermeasures. These include those on licit transactions (any deterioration in false rejection – difference between 1st and 2nd profiles) and those on robustness to spoofing (improvements in false acceptance – difference between 3rd and 4th profiles). However, profiles 2 and 4 are dependent on the countermeasure threshold whereas the comparison of profiles 1 and 4 is potentially misleading; they reflect simultaneous changes to both the system and the dataset.

The expected performance and spoofability curve (EPSC[11]) provides an alternative approach to evaluate biometric systems with integrated spoofing countermeasures (Marcel, 2013). The EPSC metric is applied to the fused scores produced by independent biometric and countermeasure classifiers and reflects a trade-off between the half total error rate (HTER) and the so-called spoof false acceptance rate (SFAR). The HTER is the mean of the weighted FAR and FRR (Chingovska et al., 2013) whereas the SFAR refers to the probability of a spoofed access being falsely accepted (Johnson et al., 2010). The HTER is determined with a decision threshold $\tau^*_\omega$ which minimises the difference between the FRR and the weighted FAR (FAR$_\omega$) according to:

$$\tau^*_\omega = \arg \min_{\tau} |\text{FAR}_\omega(\tau, D_{\text{dev}}) - \text{FRR}(\tau, D_{\text{dev}})|,$$

where

$$\text{FAR}_\omega = \omega \cdot \text{SFAR} + (1 - \omega) \cdot \text{FAR},$$

where $\omega$ is the weight which balances the SFAR and FAR, and where $D_{\text{dev}}$ refers to the development set. Hence, the decision threshold depends on the weight $\omega$.

With the decision threshold $\tau^*_\omega$, the HTER can be computed on the test set $D_{\text{test}}$ according to:

$$\text{HTER}_\omega(\tau^*_\omega) = \frac{\text{FAR}_\omega(\tau^*_\omega, D_{\text{test}}) + \text{FRR}(\tau^*_\omega, D_{\text{test}})}{2}.$$

The HTERs are thus computed as a function of $\omega$. The SFAR is similarly computed as a function of $\omega$ on the test set. In this way, the EPSC explicitly reflects three types of error metrics, the FAR, FRR and SFAR, while still providing a single combined metric with a unique decision threshold. The EPSC also supports the performance comparison of different countermeasures or ASV systems. However, the EPSC metric is only applicable where the countermeasure and ASV classifiers are fused at the score level. More details of the EPSC can be found in Marcel (2013) and Chingovska et al. (2014) and an open-source implementation is available in the Bob toolkit (Anjos et al., 2012).

In general, the interpretation of existing evaluation metrics is non-trivial and the metrics themselves lack universal applicability across different approaches to system integration. Further work is thus required to design intuitive, universal metrics which represent the performance of spoofing countermeasures when combined with ASV.

7.3. Open-source software packages

As reflected throughout this article, spoofing and countermeasure studies involve a broad range of technologies, including ASV, speech synthesis and voice conversion. In order to facilitate further research, this section highlights a number of useful open-source software packages which can be used either for ASV or spoofing and countermeasure research.

The ALIZE library and associated toolkits[12] are among the most popular in ASV research. Version 3.0 of ALIZE includes several state-of-the-art approaches including joint factor analysis (JFA), i-vector modelling and probabilistic linear discriminant analysis (PLDA) (Larcher et al., 2013a). The Bob signal processing and machine learning toolbox,[13] is a general purpose biometric toolkit which also includes ASV functionality (Anjos et al., 2012). Popular solutions for feature extraction include SPro[14] and the Hidden Markov Model Toolkit[15] (HTK) which also includes extensive statistical modelling functionalities.

Some toolkits also provide speech synthesis and voice conversion functionalities. The HMM-based Speech Synthesis System[16] (HTS) can be used to implement HMM-based speech synthesis as well as speaker model adaptation, whereas the Festvox[17] toolkit can be used for voice conversion. The Speech Signal Processing Toolkit[18]
(SPTK) offers speech analysis and synthesis functionalities which can be used for feature extraction and the reconstruction of audible speech signals when combined with HTS and Festvox.

7.4. Future directions

The survey highlights the lack of standards which in turn leads to a number of issues in the current methodology, all of which need attention in the future.

**Generalised countermeasures:** the majority of past anti-spoofing studies have focused on a specific spoofing attack, while variable attacks can be expected in practice. Future research should continue the pursuit of generalised countermeasures capable of detecting different spoofing attacks unseen during countermeasure optimisation. Such work may potentially build on the one-class approach (Alegre et al., 2013a) where the countermeasure is trained only with natural speech. Evaluation protocols should include diverse, mismatched spoofing techniques thereby reflecting the uncertainty in the likely nature of a spoofing attack.

**Text-dependent systems:** on account of dataset availability, the majority of past work involves text-independent ASV which is arguably more relevant to surveillance applications. Future work should increase the focus on text-dependent systems, more pertinent to authentication scenarios.

**Replay attacks:** the present literature focuses on relatively sophisticated attacks, such as synthesised and converted speech. With the expertise to implement such attacks being beyond the means of the lay person, greater emphasis should be placed on the less effective, though more accessible attacks; even if they are less effective, they might occur more frequently in practice. The most obvious, accessible attack involves replay.

**Countermeasures under acoustic mismatch:** most evaluations reported to date involve speech data with channel and recording environment variability identical to that used in countermeasure optimisation. Different transmission channels, additive noises and other imperfections should be expected in practice and have potential to mask processing artefacts key to spoofing detection. Future evaluations should thus evaluate countermeasures under acoustically degraded and channel-mismatched conditions.

**Combined spoofing attacks:** the majority of the past studies involve only independent spoofing approaches. Future work should consider the possibility of attackers combining several spoofing techniques to boost effectiveness. For example, voice conversion and impersonation could be combined to spoof both spectral and prosodic cues.

It is, however, the consistent theme throughout this article, namely the lack of standard databases, protocols and metrics, which leads to what is arguably the most urgent of all directions for the future. The use of different experimental configurations impedes the comparison of different results and will be a fundamental barrier to future advances; such standards are essential to the benchmarking of different ideas and experience shows they are critical to progress. Just as they have been for progress in automatic speaker verification, standard databases, protocols and metrics will be an essential component in the future for spoofing and countermeasure research. First and foremost, the future work should define a publicly available dataset and competitive challenge similar in spirit to the traditional NIST speaker recognition evaluations. The authors are currently working in this direction.

8. Conclusions

This article reviews the previous work to assess the vulnerability of automatic speaker verification systems to spoofing and the potential to protect them using dedicated countermeasures. Even if there are currently no standard datasets, evaluation protocols or metrics with which to conduct meaningfully comparable or reproducible research, previous studies involving impersonation, replay, speech synthesis and voice conversion all indicate genuine vulnerabilities. While a growing body of independent research also points to the potential of countermeasures, fundamental shortcomings in the research methodology are common to all the past work and point towards specific priorities for the future. Finally, while there is potential for next generation countermeasures to detect varying spoofing attacks, a continuous arms race is likely; efforts to develop more sophisticated countermeasures will likely be accompanied by increased efforts to spoof automatic speaker verification systems. The area is therefore set to remain an important field of research in the future.
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