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\textbf{A B S T R A C T}

IoT-based services benefit from cloud which offers a virtually unlimited capabilities, such as storage, processing, and communication. However, the challenges are still open for mobile users to receive computation from the cloud with satisfied quality-of-service (QoS) provisioning. In this paper, we study computation offloading by using edge computing, which is a new paradigm to deliver computation to the edge of pervasive networks nearby mobile users. Without strong incentive in place, however, local edge servers may be reluctant to help offload computation. To stimulate cloud service operator and local edge server owners to participate in computation offloading, we formulate the interactions among cloud service operator and edge server owners as a Stackelberg game to maximize the utilities of cloud service operator and edge server owners by obtaining the optimal payment and computation offloading strategies. Through theoretical analysis, we show that the game is guaranteed to reach a unique Nash equilibrium. We then design two computation offloading algorithms that can quantify their efficiencies in terms of low delay and reduced complexity. Additionally, we extend our work by considering that edge server owners dynamically join or leave computation offloading. Numerical results show that our proposed algorithms perform well in computation offloading and efficiently stimulate edge server owners to make contribution to computation offloading.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The Internet of Things (IoT) is an emerging paradigm, in which a variety of objects, which are pervasively present around us, interact and cooperate with each other to achieve common goals, making the Internet even more immersive. By making use of the enormous amount of data generated by a wide range of devices such as home appliances, surveillance cameras, vehicles and so on, the IoT has stimulated a number of attractive applications, including health care, smart cities, video surveillance, smart grid, and environmental monitoring [1\textsuperscript{-}10].

IoT-based services have gained great attention in recent years. The fact that the Internet is capable for larger data loads have had such profound impact that we have witnessed significant evolutionary eruption of the number of connected devices. According to the recent Ericsson Mobility Report, in five years, there will be 28 billion connected devices, of which 16 billion will be IoT devices [11]. With the increasing number of heterogeneous connected devices, the IoT demands significant computation and storage resources, resulting in the open question of where should those resources be placed. Cloud computing as a paradigm for big data storage and analysis makes a positive response, since it has virtually unlimited capabilities in terms of storage and processing power [12\textsuperscript{-}20]. IoT benefits from the virtually unlimited capabilities and resources of cloud to compensate its technological constraints, e.g., storage, processing, and communication [21]. For example, multimedia content consumes more processing power and storage space, it will be more helpful to perform efficient resource management in the cloud. However, for latency-sensitive IoT services which require higher QoS, it is not feasible to communicate through the remote cloud over the Internet. To this end, edge computing which provides a way to process data at local computing servers instead of in the cloud, has been seen a promising technique to improve computation efficiency and storage utilization [22].
Edge computing is very promising for mitigating the drawbacks of current cloud computing. Rather than relying on a remote cloud, edge computing offloads the computation to the nearby computing servers via wireless access by taking advantage of physical proximity. For example, 4K TV and video streaming are the fastest growing high-bandwidth applications [23–25]. In order to improve streaming and relieve network congestion, a cloud service operator (CSO) recruits edge server owners (ESOs) in close proximity of mobile users to cache the content, as illustrated in Fig. 1. In this case, the content is deployed rapidly to numerous mobile users by duplicating the content on multiple local servers and delivering the content to the nearby mobile users.

In this paper, we aim to design an efficient computation offloading scheme by using edge computing. A CSO can of course provide computation by itself. However, it is not always the best strategy because mobile users may take a long time to communicate with the public cloud through the Internet. Instead, a CSO may let local servers as depositories. In general, every server in the proximity of mobile users can perform computation offloading. The problem is even complicated that the CSO receives an offloading request and has to make a decision regarding whether or not to accept the request. Moreover, we assume that each ESO is selfish and rational, hence each owner will not perform computation offloading unless there is sufficient incentive. Each candidate owner has an available capability and will be charged a payment by the CSO if it performs computation offloading. Since ESOs may be charged different payments and have different abilities, they make different contributions to the computation offloading. These characteristics together make the development of an incentive mechanism for computation offloading by using edge computing a unique, interesting, and challenging problem.

We are interested in the following issues: How to offload computation efficiently? How to make both the CSO and ESOs satisfied with the offloading? To address these issues, the key questions arising in edge computing are following: (i) how much computation should each ESO offload for CSO? and (ii) what is the corresponding payment of CSO to each ESO? We answer these questions by using the non-cooperative game theory. More specifically, we formulate the interactions among the CSO and ESOs as a two-stage Stackelberg game. In the first stage, the CSO specifies a payment profile. In the second stage, each ESO responds with the amount of its computation for offloading based on the payment. We analyze the equilibrium of the proposed Stackelberg game systematically. We design two computation offloading algorithms that have their own advantages of low delay and reduced complexity, respectively. We further consider the scenario where edge server owners may join or leave computation offloading within a computation offloading period. Through extensive simulations, we verify that the proposed algorithms have superior computation offloading performance.

We make the following contributions in this paper:

- To the best of our knowledge, this is the first work studying incentive mechanism for computation offloading by using edge computing. We formulate the interactions among the CSO and ESOs as a Stackelberg game, which enables the CSO to allocate the computation based on ESO’s valuations, and jointly maximize the utilities of CSO and ESOs.
- The satisfaction nature is taken into consideration when designing the utility function of ESO, to reflect how the satisfaction varies when the ESO’s demand for its own mobile users changes.
- We derive the optimal payment strategy for the CSO and the optimal computation offloading strategies for the ESOs. For the proposed Stackelberg game, we show that a Nash equilibrium exists between the CSO and ESOs, and is unique.
- We design two computation offloading algorithms based on the obtained theoretical results. They quantify their efficiencies in terms of low delay and reduced complexity, respectively.
- We consider a more general case that the ESOs may join and leave the computation offloading, and show how the equilibrium changes, which is very important to study the dynamics of computation offloading.

The remainder of the paper is organized as follows. Section 2 discusses related work. Section 3 presents the system model and formulates the problem. Section 4 analyzes the Stackelberg equilibrium for computation offloading. Section 5 develops two computation offloading algorithms. We further consider a more general case under the dynamic computation offloading model in Section 6. Section 7 presents the simulation results. Finally, Section 8 concludes the paper.
2. Related work

Significant study on computation offloading has been done on how to speed up mobile devices’ execution time and reduce energy consumption [26–34]. For example, CloneCloud [26] proposes a runtime partitioning approach by combining static analysis and dynamic profiling techniques to speed up the mobile applications’ execution and to reduce energy consumption. Cuervo et al. present MAUI, a system that enables fine-grained energy-aware offload of mobile code to the infrastructure [27]. MAUI decides at runtime which methods should be remotely executed, driven by an optimization engine that achieves the best energy savings possible under the mobile device’s current connectivity constrains. Chen et al. study the multi-user computation offloading problem in a single-channel wireless setting, such that each user has to make a decision to offload or not [28]. Yang et al. study the multi-user computation partitioning to optimize the partition of a data stream application such that the maximum throughput is achieved [29]. Mao et al. investigate a green mobile edge computing system with energy harvest devices and propose a dynamic computation offloading algorithm based on Lyapunov optimization, which jointly decides the offloading decision, the CPU-cycle frequencies for mobile execution, and the transmit power for computation offloading [30]. However, they consider the paradigm to improve the capability of mobile services by migrating heavy computation tasks to powerful servers in cloud. Different from these works, we study the case where computation is offloaded to the local edge servers, and pay attention to the economic interactions among the cloud service operator and local edge servers.

As a novel paradigm, edge computing is also classifiable as fog computing, mobile edge computing, cloudlet, and so on [35–38]. Only a few approaches are proposed recently [39,40]. For example, Hou et al. present vehicular fog computing (VFC) which employs end-user clients and near-user edge devices to carry out communication and computation, by well utilizing each vehicle’s communication and computational resources [39]. Jalali et al. compare the energy consumption of applications by using centralized data centers in cloud computing with which using nano data centers (nDCs) in fog computing, and they indicate that nDCs can achieve energy savings depending on the type of access network, the ratio of active time to idle time, and the type of applications [40]. However, none of them are developed for computation offloading. In general, computation offloading using edge computing is a less-studied area with limited existing solutions.

Game theory is the study of mathematical models of conflict and cooperation between intelligent rational decision-makers [41]. Recently, Stackelberg game has been used in studying the interactions among those decision-makers [42–46]. For example, Wang et al. propose a distributed game-theoretic source selection and power control scheme with low complexity that improves the transmission quality with delay constraints [42]. Yu et al. propose a general Wi-Fi business model for public Wi-Fi hotspots deployed by venue owners, where venue owners generate revenue from providing both the premium Wi-Fi access and the advertising sponsored Wi-Fi access to mobile users [45]. Yang et al. study the problem of energy charging using a robust Stackelberg game approach in a power system including an aggregator and multiple electric vehicles with demand uncertainty [46]. However, the use of Stackelberg game from the above work does not fit well with the requirement of computation offloading using edge computing, where the utility function has to be customized. To the best of our knowledge, our work is the first one to use Stackelberg game to model the ESOS’ interactions in computation offloading. Moreover, we take an ESOS’s satisfaction which models the satisfaction of a user by characterize the difference between ideal demand and actual consumption into consideration when designing the utility function of the ESO. We also design two algorithms of the game with different advantages to handle the delay and complexity between the CSO and ESOs.

3. System model and problem formulation

We consider a CSO intends to offload its computation to a set \( N = \{1, \ldots, N\} \) of ESOs. Let \( x_i \) denote the total computation of ESO \( i \), \( Wi \in N \), and \( X_0 \) denote the computation that cannot be offloaded to any ESO, we assume \( X_0 \) is fixed in our work.

3.1. ESO modeling

Let \( x_i \in [0, X_i] \) denote the computation offloaded to ESO \( i \), and \( y_i \) denote the CSO’s payment to ESO \( i \). The computation offloading profile and payment profile are, respectively, \( \mathbf{x} = (x_1, \ldots, x_N) \), and \( \mathbf{y} = (y_1, \ldots, y_N) \). Given \( \mathbf{x} \) and \( \mathbf{y} \), the CSO’s remaining un-offloaded computation is

\[
f(\mathbf{x}) = X_0 + \sum_{i=1}^{N} (X_i - x_i),
\]

and CSO’s computation without computation offloading is

\[
f(\mathbf{0}) = X_0 + \sum_{i=1}^{N} X_i.
\]

The CSO’s total cost, including both the cost for maintaining the un-offloaded computation and the payment to ESOs, is

\[
C(\mathbf{x}) = C(f(\mathbf{x})) + \sum_{i=1}^{N} y_i = e^{\varphi f(\mathbf{x})} + \sum_{i=1}^{N} y_i,
\]

where \( e^{\varphi f(\mathbf{x})} \) reflects the CSO’s diminishing return of cost on participating ESOs. The CSO’s cost without computation offloading is \( C(f(\mathbf{0})) \). We define the CSO’s utility as the cost reduction from computation offloading, denoted by

\[
U = C(f(\mathbf{0})) - C(\mathbf{x}) = C(f(\mathbf{0})) - C(f(\mathbf{x})) - \sum_{i=1}^{N} y_i.
\]

3.2. ESO modeling

Each edge server is owned by an ESO, which primarily serves its own users. Thus, each ESO must take the demand of its own users into account, when deciding whether and how to offload computation for the CSO.

Let \( r_i \) denote the revenue for one unit of ESO \( i \)’s computation demand from its own users, and \( c_i \) denote the cost by offloading one unit of its computation. Then, ESO \( i \)’s profit is

\[
P_i(x_i) = (r_i - c_i) \cdot (X_i - x_i + g(x_i)) + y_i - c_i \cdot X_i,
\]

where \( X_i - x_i \) is the computation left for serving its own mobile users, \( g(x_i) = 1 - e^{\beta(1 - \frac{X_i - x_i}{\mu})} \) is the satisfaction with the remaining computation, where \( d_i \) is the ideal computation demand for the mobile users for ESO \( i \). The satisfaction function we define quantitatively models the satisfaction of a user by characterizing the difference between ideal demand and actual consumption. More specifically, if the actual computation is less than the demand, the
mobile users are not satisfied, thus \( g(x_i) < 0 \). The value of the function decreases faster as the actual computation decreases. If the actual computation is larger than the user’s demand, on the other hand, the users are satisfied, thus \( g(x_i) > 0 \). However, the mobile users cannot be satisfied forever when they use more computation, resulting in the slow increase of the function value. When the actual computation equals the users’ demand, we obtain that \( g(x_i) = 0 \). \( \beta \) characterizes the priority of computation offloading for the ESOs. An ESO with a larger \( \beta \) indicates that the ESO has a higher priority computation demand for its own mobile users. In contrast, an ESO with a smaller \( \beta \) has a low priority for computation demand. An illustration of computation left for serving its own mobile users with different \( \beta \)s and \( d \)s is shown in Figs. 2 and 3. Since the demand of computation for a mall is larger than that for an airport, the airport is more satisfied than the mall when providing the same amount of computation. On the other hand, the mall is more satisfied by giving the same amount of computation, if the demand priority of mall is higher than that of airport. In other words, we can see that \( g(x_i) \) can be used to characterize different ESOs by adjusting the parameters \( \beta \) and \( d \). The properties of satisfaction function are summarized in the following lemma.

**Lemma 1.** \( g(x_i) \) satisfies \( g(x_i) > 0, g'(x_i) > 0, g''(x_i) < 0 \) if \( X_i - x_i > d_i \), and \( g(x_i) < 0, g'(x_i) > 0, g''(x_i) > 0 \) if \( X_i - x_i < d_i \), and \( g(x_i) = 0 \) if \( X_i - x_i = d_i \).

\[ y_i - c_i \cdot x_i \] is the profit from helping the CSO, including the CSO’s payment and the cost. We assume \( y_i \) is linear to \( x_i \), which is denoted by

\[ y_i = p_i \cdot x_i, \quad (6) \]

where \( p_i \) is the payment for one unit of its computation offloaded to ESO \( i \). The ESO’s utility is the profit improvement by performing computation offloading for the CSO, which is denoted by

\[ V_i(x_i) = P_i(x_i) - P_i(0) = (r_i - c_i) \cdot (X_i - x_i + 1 - e^{\beta(1 - \frac{x_i}{X_i})}) + p_i \cdot x_i - c_i \cdot x_i - (r_i - c_i) \cdot (X_i + 1 - e^{\alpha(1 - \frac{x_i}{X_i})}) = (r_i - c_i) \cdot (-e^{\beta(1 - \frac{x_i}{X_i})} - x_i + e^{\beta(1 - \frac{x_i}{X_i})}) + p_i \cdot x_i - c_i \cdot x_i. \quad (7) \]

**3.3. Problem formulation**

We formulate the interactions among the CSO and ESOs as a two-stage Stackelberg game to obtain the optimal payment and computation offloading strategies. In the first stage, the CSO specifies a payment profile \( \mathbf{p} = (p_1, \cdots, p_N) \). In the second stage, each ESO responds with the amount of its computation for offloading based on the payment, denoted by \( \mathbf{x} = (x_1(p_1), \cdots, x_N(p_N)) \).

First, we study the ESO’s optimal decisions in the second stage, given the payment specified by the CSO in the first stage. Formally, the decision problem for ESO \( i \) is

\[ \max_{x_i} \ V_i(x_i), \quad s.t. \quad x_i \in [0, X_i], \quad (8) \]

where \( V_i \) is ESO \( i \)'s utility.

Then we study the CSO’s best decision in the first stage, based on its prediction of every ESO’s optimal response in the second stage. The decision problem for the CSO is

\[ \max \quad U(\mathbf{x}, \mathbf{p}) \quad s.t. \quad p_i \geq 0, \forall i = 1, \cdots, N, \quad x_i(p_i) \leq X_i, \forall i = 1, \cdots, N, \quad (9) \]

where \( U(\mathbf{x}, \mathbf{p}) \) is the utility of CSO in Eq. (4).

**4. Nash equilibrium analysis for computation offloading**

To stimulate the ESOs to perform computation offloading, we formulate the interactions between the CSO and ESOs as a two-stage Stackelberg game based on the non-cooperative game theory as illustrated in Fig. 4, where the CSO acts as a leader specifying the payments to ESOs, and then each ESO acts as a follower determining the computation offloaded for CSO.

We show that our problem can achieve Nash equilibrium [47]. At the Nash equilibrium, the CSO maximizes its utility based on the optimal strategies of the ESOs, each ESO is able to maximize its utility by selecting the optimal strategy. Therefore, the optimal strategy is the equilibrium strategy for each ESO. The definition of Nash equilibrium corresponding to the proposed Stackelberg game is given below.
Denote $x_\ast^i$ as the optimal strategy of ESO $i$ identified by solving problem (8), and $\mathbf{x}^\ast$ as the strategy profile including all the ESOs’ optimal strategies, i.e., $\mathbf{x}^\ast = [x_1^\ast, \ldots, x_N^\ast]$. In addition, denote $p_i^\ast$ as the optimal payment for ESO $i$, and $p^\ast$ as the payment profile for all the ESOs. A Nash equilibrium is defined as such a strategy profile $([x_\ast^i, p^\ast])$ such that none of the ESO can improve its payment by unilaterally deviating.

**Definition 1.** A profile of strategies $(\mathbf{x}^\ast, p^\ast)$ is a Nash equilibrium for the Stackelberg game if the solution of the following optimization problem is given below:

$$
\max \quad (\mathbf{x}^\ast, p^\ast) = \arg \max_{x_i, p_i} U(\mathbf{x}^\ast, p)
$$

s.t. \quad $x_\ast^i = \arg \max_{x_i \in \mathbb{R}} V_i, \forall i = 1, \ldots, N.$

(10)

where the strategy set of ESO $i$ is denoted as $\Psi_i = \{x_i| x_i \in [0, X_i]\}, \forall i = 1, \ldots, N,$

and the feasible payment set of CSO is denoted as $\Omega = \{p_i| p_i \in [p_i, \bar{p}_i], \forall i = 1, \ldots, N,$

(11)

where $p_i$ and $\bar{p}_i$ are the lower bound and upper bound of $p_i, \forall i = 1, \ldots, N.$

4.1. The existence and uniqueness of Nash equilibrium

**Lemma 2.** The strategy set of each ESO is nonempty, convex, and compact.

**Proof.** The first- and second-order derivatives of $V_i$ to $x_i$ are, respectively,

$$
\frac{\partial^2 V_i}{\partial x_i^2} = -\beta i^2 (r_i - c_i) - \beta i^2 (1 - \frac{x_i}{X_i}) + (p_i - c_i). \tag{13}
$$

$$
\frac{\partial^2 V_i}{\partial p_i^2} = -\beta i^2 (r_i - c_i) - \beta i^2 (1 - \frac{x_i}{X_i}) \tag{14}
$$

By taking Eq. (13) to zero, we obtain the best response as follows:

$$
x_\ast^i (p_i) = X_i - d_i \left(1 - \frac{1}{p_i^\ast} \ln \frac{p_i^\ast}{p_i} \right).
$$

(15)

We regard ESO $i$’s payment as its payment threshold by setting $x_i = X_i$, denoted by

$$
p_i^\ast = r_i + (r_i - c_i) \left(1 - \frac{x_i}{X_i} \right).
$$

(16)

$$
\bar{p}_i = r_i + (r_i - c_i) \left(1 - \frac{x_i}{X_i} \right). \tag{17}
$$

Since the computation and the payment are searched in limited regions $\Psi_i, \forall i = 1, \ldots, N$, and $\Omega$, this lemma holds. □

**Lemma 3.** Given $p_i$, ESO $i$’s optimal offloaded computation satisfies

$$
x_\ast^i (p_i) =
\begin{cases}
0, & \text{if } p_i \leq p_i^\ast \\
x_i, & \text{if } p_i < p_i < \bar{p}^\ast \\
X_i, & \text{if } p_i \geq \bar{p}^\ast
\end{cases}
$$

(18)

**Proof.** If $p_i < \bar{p}_i$, $\frac{\partial x_\ast^i}{\partial p_i} < 0$, thus the optimal payment for ESO $i$ is 0. Additionally, if $p_i > \bar{p}_i$, it means that the payment for one unit of its computation offloaded to ESO $i$ is always larger than the revenue for one unit of its computation demand from its own users, thus the total computation is used by helping the CSO offload computation. Finally, if $p_i < \bar{p}_i < \bar{p}^\ast$, the ESO $i$’s optimal offloaded computation is given by Eq. (15). □

**Lemma 4.** Each ESO has a unique optimal strategy once informed of the CSO’s strategy.

**Proof.** Intuitively, if the CSO proposes a large enough payment $p_i$ (i.e., $p_i > \bar{p}_i$), ESO $i$ will sell all of its computation to the CSO. On the other hand, if the payment $p_i$ is smaller than the threshold $\bar{p}_i$, ESO $i$ will sell none of its computation to the CSO.

When $\bar{p}_i < p_i < \bar{p}_i$, we have

$$
\frac{\partial x_\ast^i}{\partial p_i} = \frac{d_i}{\beta i (p_i - r_i)}. \tag{19}
$$

$$
\frac{\partial^2 x_\ast^i}{\partial p_i^2} = -\frac{d_i}{\beta i (p_i - r_i)^2}. \tag{20}
$$

We can find that $\frac{\partial x_\ast^i}{\partial p_i} > 0$, which implies that the higher payment the CSO offers, the more computation the ESO dedicates to computation offloading. Obviously, the value of Eq. (20) is always negative. Eqs. (19) and (20) imply that $x_\ast^i$ is an increasing concave down function of $p_i$.

Moreover, since the strategy set $\Psi$ given in Eq. (11) is concave, $V_i(x_i)$ is strictly concave in $x_i$, thus the optimal strategy in terms of (15) is guaranteed to be optimal and unique. Lemma 4 is proved. □

4.2. CSO’s decision

The first-order partial derivative of $U$ to $p_i$ is

$$
\frac{\partial U}{\partial p_i} = C_f(x^\ast) \cdot \frac{\partial x_\ast^i}{\partial p_i} - p_i \cdot \frac{\partial x_\ast^i}{\partial p_i} - x_\ast^i.
$$

$$
= e^{\lambda (x^\ast)} \cdot \frac{d_i}{\beta i (p_i - r_i)} - p_i \cdot \frac{d_i}{\beta i (p_i - r_i)} - x_\ast^i. \tag{21}
$$

**Lemma 5.** For optimal payment profile $p^\ast$, it satisfies that

$$
p_i < p_i^\ast < \bar{p}_i, \forall i = 1, \ldots, N.
$$

$$
p_i^\ast \leq C_f(x^\ast), \forall i = 1, \ldots, N. \tag{22}
$$

**Proof.** By Lemma 1, if $p_i \leq p_i^\ast$ or $p_i \geq \bar{p}_i$, $\frac{\partial x_\ast^i}{\partial p_i} = 0$, thus we have $\frac{\partial U}{\partial p_i} = 0$ if $p_i \leq p_i^\ast$, and $\frac{\partial U}{\partial p_i} = -x_\ast^i$ if $p_i \geq \bar{p}_i$. It implies that any payment lower than $p_i$ is indifferent to the CSO, and any payment higher than $\bar{p}_i$ the utility is always decreasing. Therefore, the first inequation holds.

For the second inequation, we prove by contradiction. If $p_i^\ast > e^{\lambda (x^\ast)}$, we have $\frac{\partial U}{\partial p_i} < 0$, it implies that a payment higher than $p_i^\ast$ can achieve larger utility of the CSO, therefore the second inequation holds. □

Intuitively, if $p_i \leq p_i^\ast$, ESO $i$ always returns zero amount of its computation for offloading, and thus any payment $p_i$ lower than $p_i^\ast$ is indifferent to the CSO. If $p_i \geq \bar{p}_i$, ESO $i$ always returns all of its computation for offloading, and thus any payment higher than $\bar{p}_i$ cannot bring more benefit for the CSO, but will definitely lead to a higher payment.

**Lemma 6.** The CSO has a unique optimal strategy given the best strategies of all the ESOs.

**Proof.** We take the second-order derivative of $U(x^\ast, p^\ast)$ with respect to $p_i$ in the form of the Hessian matrix of $U(x^\ast, p^\ast)$. We have

$$
\frac{\partial^2 U}{\partial p_i^2} = -C''(f(x^\ast)) \cdot \left(\frac{\partial x_\ast^i}{\partial p_i}\right)^2 - 2 \cdot \frac{\partial x_\ast^i}{\partial p_i} + \left(\frac{\partial^2 x_\ast^i}{\partial p_i^2}\right) \tag{23}
$$

$$
+ \left(\frac{\partial C_f(x^\ast)}{\partial p_i}\right) - p_i \frac{\partial^2 x_\ast^i}{\partial p_i^2}. \tag{23}
$$
\[
\frac{\partial^2 U}{\partial p_i \partial p_j} = -C'(f(x^*)) \cdot \frac{\partial x^*_i}{\partial p_i} \cdot \frac{\partial x^*_j}{\partial p_j}.
\]  
(24)

We define
\[
H_1 = \text{diag}(C'(f(x^*)) - p_1) \frac{\partial^2 x^*_1}{\partial p_1^2} - 2 \cdot \frac{\partial x^*_1}{\partial p_1}, \ldots.
\]
\[
(C'(f(x^*)) - p_N) \frac{\partial^2 x^*_N}{\partial p_N^2} - 2 \cdot \frac{\partial x^*_N}{\partial p_N}.
\]
(25)

\[
H_2 = -C'(f(x^*)) \left[ \begin{array}{c}
\frac{\partial x^*_1}{\partial p_1} \\
\frac{\partial x^*_2}{\partial p_2} \\
\vdots \\
\frac{\partial x^*_N}{\partial p_N}
\end{array} \right].
\]
(26)

\[
H = H_1 + H_2.
\]
(27)

\[
v^T Hv = v^T H_1 v + v^T H_2 v,
\]
where \(v\) is a non-zero column vector.

Since \(p_i \leq C'(f(x^*)) \cdot \frac{\partial x^*_i}{\partial p_i} \leq 0, \frac{\partial x^*_i}{\partial p_i} \geq 0, \) we have
\[
v^T H_1 v \leq 0.
\]
(29)

Since \(C'(f(x^*)) \geq 0, \) we have
\[
v^T H_2 v = -C'(f(x^*)) \sum_{i=1}^{N} \frac{\partial x^*_i}{\partial p_i}^2 \leq 0.
\]
(30)

Thus, we have
\[
v^T Hv \leq 0.
\]
(31)

Therefore, \(U(x, p)\) is strictly concave. Then we can obtain that the problem \((10)\) is a convex optimization problem. Meanwhile, the optimal strategy \(p^*\) is unique, because the Hessian matrix is strict negative definiteness. Therefore, Lemma 5 is proved. \(\square\)

The above lemmas together prove the following theorem.

**Theorem 1.** A unique Nash Equilibrium exists between the CSO and ESOs in our proposed Stackelberg game.

**Theorem 2.** The payment \(p_i\) for ESO \(i\) satisfies the following condition:
\[
C'(f(x^*)) = p_i + x^*_i \cdot \frac{\partial p_i}{\partial x_i}, \forall i \in N.
\]
(32)

According to Eq. (3), the left hand side of Eq. (32) is the marginal utility of CSO, while the right hand side of Eq. (32) is the marginal payment to ESO \(i\), i.e., the increase of ESO \(i\)'s payment induced by offloading one unit of computation to ESO \(i\). More specifically, to increase the computation by one, the CSO has to increase the payment by \(\frac{\partial p_i}{\partial x_i}\), introducing an additional payment \(\frac{\partial x_i}{\partial x_i}\) for the existing \(x_i\) units of offloaded computation, and a new payment \(p_i\) for the coming one unit of offloaded computation. Eq. (32) suggests that the marginal utility of CSO equals to the marginal payment to ESO \(i\). Intuitively, if the marginal utility of CSO is larger (or smaller) than the marginal payment to ESO \(i\), the CSO can improve its payment by offloading more (or less) computation to ESO \(i\) through increasing (or decreasing) \(p_i\).

**5. Mechanism design**

In this section, we propose to design two algorithms which have advantages of low delay and reduced complexity, respectively, as illustrated in Fig. 5.

**5.1. One round Stackelberg game**

One round Stackelberg game is described in Algorithm 1. Since the above algorithm only needs one round to obtain the optimal payment and computation of ESOs, it achieves small computation time. Thus, for latency-sensitive service [48,49], Algorithm 1 is preferred.

**Algorithm 1** One round Stackelberg game.

**Input:** \(p, c_i\), which is the revenue for one unit of its computation demand from its own users, and \(c_i\), which is the cost for one unit of its computation consumption, \(\forall i \in N\).

**Output:** \(p, x\):
1: All the ESOs send the revenues for one unit of computation demand from its own users, and the cost for one unit of its computation consumption to the CSO;
2: Having received \(r_i\) and \(c_i\) from ESO \(i\), the CSO computes theoretical payment \(p_i\) for ESO \(i, \forall i \in N\);
3: Upon receiving the payment, each ESO computes its optimal offloaded computation based on Eq. (15), and sends the results to the CSO;
4: CSO allocates the computation based on \(x_i, \forall i \in N\).

**5.2. Multi-round Stackelberg game**

While the above algorithm is time-saving, it requires the CSO to directly compute the optimal payment introduced in Section 4, which consumes a large amount of computing power of ESOs. In contrast, for Multi-round Stackelberg game as illustrated in Algorithm 2, the CSO and the ESOs go through multiple rounds to reach the equilibrium. Thus, the Multi-round Stackelberg game greatly reduces the computation on the ESO. The ESO only needs to compare the upper bound and lower bound of payment. In this case, Multi-round Stackelberg game should be preferred by the edge server owners with less computing power.

We propose Multi-round Stackelberg game in Algorithm 2. More specifically, we set four payments, denoted as \(\overline{p} = 0, \overline{\rho} = \max[p_i | i \in N], \hat{p} = \frac{\overline{\rho}^2}{\rho}, \) and \(\check{p} = \frac{\overline{\rho}^2}{\rho}\). The CSO sets initial payments \(\hat{p}_i, \check{p}_i, \forall i \in N\), and sends them to all the ESOs. Each ESO calculates its optimal offloaded computation \(x_i\) based on Eq. (15) for the given \(\hat{p}_i, \check{p}_i\). Having received \(x_i, \forall i \in N\), the CSO computes \(U(x, \hat{p}), U(x, \check{p})\). If \(U(x, \hat{p}) < U(x, \check{p})\), \(\hat{p}_i = \check{p}_i, \forall i \in N\); otherwise, \(\hat{p}_i = \hat{p}_i, \forall i \in N\). From Line 12 to Line 16 in Algorithm 2, we can see that at each iteration, \(\hat{p}_i, \forall i \in N\) becomes smaller, and \(\check{p}_i, \forall i \in N\) becomes larger. According to Line 20, \(\overline{\rho} - \rho < \epsilon\) converges a small positive constant. \(\epsilon\) is set to a small positive constant to make the algorithm more accurate. The above process is repeated until \(\overline{\rho} - \rho < \epsilon\).
Algorithm 2 Multi-round Stackelberg Game.

Input: \( \tau_i \), which is the revenue for one unit of its computation demand from its own users, and \( c_j \), which is the cost for one unit of its computation consumption, \( \forall i \in N \).

Output: \( p, x \);
1: \( \hat{p}_i = \frac{p_i + \tau_i}{2}, \hat{x}_i = \frac{x_i + \tau_i}{2}, \forall i \in N; \)
2: \( \bar{p} = \frac{1}{|N|} \sum_{i \in N} \hat{p}_i, \bar{x} = \frac{1}{|N|} \sum_{i \in N} x_i; \)
3: \( \text{while } |p - \bar{p}| \geq \epsilon \text{ do} \)
4: \( \text{for all } i \in N \text{ do} \)
5: \( \) Calculate \( x_i(\bar{p}_i) \) according to Eq. (15);
6: \( \) end for
7: \( \) Calculate \( U(x, \bar{p}) \) according to Eq. (4);
8: \( \) for all \( i \in N \) do
9: \( \) Calculate \( x_i(\bar{x}_i) \) according to Eq. (15);
10: \( \) end for
11: \( \) Calculate \( U(x, \bar{x}) \) according to Eq. (4);
12: \( \) if \( U(x, \bar{p}) < U(x, \bar{x}) \) then
13: \( \) \( \hat{p}_i = \bar{p}_i, \forall i \in N; \)
14: \( \) else
15: \( \) \( \hat{p}_i = \bar{x}_i, \forall i \in N; \)
16: \( \) end if
17: \( \) \( \hat{x}_i = \bar{x}_i, \forall i \in N; \)
18: \( \) end while
19: \( \) \( p_i = \hat{p}_i, \forall i \in N; \)
20: \( \) \( \bar{p} = \frac{1}{|N|} \sum_{i \in N} \hat{p}_i, \bar{x} = \frac{1}{|N|} \sum_{i \in N} x_i; \)
21: \( \) for all \( i \in N \text{ do} \)
22: \( \) Calculate \( x_i(p_i) \) according to Eq. (15);
23: \( \) end for
24: \( \) Calculate \( U(x, p) \) according to Eq. (4);

Theorem 3. The proposed Algorithm 2 can reach unique Nash equilibrium.

Proof. Since \( U \) is strict concavity, Algorithm 2 is guaranteed to find \( p^* \) that maximizes \( U \). Then, each ESO \( i \) can determine its strategy \( x_i^* \) to maximize its utility. Accordingly, the CSO also obtains a fixed utility with \( p^* \). Hence, the multi-round Stackelberg game can reach the unique Nash equilibrium. \( \square \)

6. Dynamics of computation offloading

In this section, we consider how dynamical ESOs affect computation offloading. This is natural in practice because the ESOs may leave or join the computation offloading based on the availability of computation in ESOs.

The original Nash equilibrium is denoted by \((x^*, p^*)\), where \( x^* \) is the optimal computation for the ESOs at the Nash equilibrium. The new Nash equilibrium after ESOs leaving or joining the computation offloading is denoted by \((\bar{x}, \bar{p})\).

6.1. ESO leaving computation offloading

When ESO \( i \) leaves computation offloading, \( U(\bar{x}, \bar{p}) \) denotes the utility of CSO at the new Nash equilibrium, \( U(x^*, p^*) \) denotes the utility of CSO at the original Nash equilibrium, and \( U(x_i, p_i) \) denotes ESO \( i \)'s contribution to the CSO's utility at the original Nash equilibrium.

Theorem 4. When ESO \( i \) leaves computation offloading, the new Nash equilibrium satisfies that
\[
U(\bar{x}, \bar{p}) \geq U(x^*, p^*) - U(x_i, p_i).
\]
7.2. ESO’s utility

Fig. 8 illustrates the average utility of ESOs by varying the value of unit revenue. As can be seen from Fig. 8, with the increase of unit revenue, the average utility of ESOs increases. The high average utility of ESOs is attributed to the fact that an ESO is willing to serve its own users, leading to highly efficient computation offloading. It is interesting to observe the ESOs achieves a less average utility when the revenue is sufficiently large. This is anti-intuitive, because the ESOs are profit-driven to serve their computation for their own users, and thus, the utility should be the highest. However, large unit revenue can be a double edged sword. While it makes the ESOs willing to serve their own users, it may cause less computation offloaded to the CSO. According to Eq. (13), the utility gain from computation offloading decreases.

We notice from Fig. 9 that although the unit cost increases, the average utility of ESOs increases, serving as the evidence that the ESOs allocate more computation to their own users. When the unit cost is large enough, on the other hand, the computation used for their own users have reached their demands. As a result, the average utility decreases with even larger unit cost.

\( \beta \) determines the offloading priorities of ESOs. In order to make fair comparison, we set the computation demand of each ESO to 1. The priorities for ESO 1, 2, 3, 4, 5 are given by 5, 4, 3, 2, 1, respectively. As illustrated in Fig. 10, the ESO with larger \( \beta \) has higher computation demand for its own mobile users, thus the computation offloaded to the CSO is less, resulting in less utility according to Eq. (13).

7.3. Offloading ratio

We compare the CSO’s computation offloading policy for ESOs with different values of unit revenue and unit cost. To evaluate how the unit revenue impacts the computation offloading ratio, we gradually increases the value from 0.2 to 1.0. The result is shown in Fig. 11. As can be seen, the offloading ratio decreases with the increase of unit revenue. This is because with a higher unit revenue, the ESOs gain more rewards by offloading the computation to their own users, leading to stronger incentive to stimulate the cooperation with its own users.

Fig. 12 illustrates the performance trend by varying the value of unit cost of ESOs. With the increase of unit cost of ESOs, the offloading ratio of computation increases (see Fig. 12). Larger unit cost gains significantly, because it makes ESOs reluctant to serve...
for their own users and incentive to offload computation to the CSO, thus increasing the offloading ratio.

7.4. ESO joining

We assume the arrival time of ESOs are $t = 1, 2, 3, 4$ and 5 h, respectively. The results are obtained using Algorithm 2. We set $\epsilon$ to 0.001. We can see from Fig. 13 that the equilibrium between the CSO and ESOs changes when a new ESO joins the computation offloading. The amount of computation for the existing ESOs decreases because a new ESO joins the computation offloading. In addition, at each equilibrium, the computation assigned by the CSO is proportional to the contributions of different ESOs.

7.5. ESO leaving

We consider the scenario where ESOs leave computation offloading one by one. We assume the same arrival time of ESOs, i.e., 1 h. The leave time of ESOs 5, 4, 3, 2 are $t = 2, 3, 4, 5$ h, respectively. From Fig. 14, we can observe that the equilibrium between the CSO and ESOs changes when an ESO leaves the computation offloading. The computation assigned to the existing ESOs increase due to the decreased number of ESOs. The computation assignment is proportional to the contribution of each ESO at each equilibrium. Note that the equilibrium of this case are the same as those in Section 7.4.

7.6. Scalability

Figs. 15 and 16 depict the impact of the number of ESOs. To make fair comparison, we set the computation demand of each ESO to 1. Fig. 15 shows that, with the increase of the number of ESOs, the utility of CSO increases. This is because the increasing number of ESOs fosters the computation offloading to the CSO, thus leading to a larger utility. On the other hand, the average utility of ESOs increases with the increasing number of ESOs at the first beginning, then it decreases if the number of ESOs continues increasing, it is because the computation allocated to each ESO decreases.

8. Conclusion

In this paper, we studied the problem of computation offloading by using edge computing. We formulate the problem as a two-stage Stackelberg game and shows it achieves a Nash equilibrium. We design two computation offloading algorithms that have their own advantages of low delay and reduced complexity, respectively. We also consider more general cases which edge server owners may join and leave dynamically. Simulation results corroborate the theoretical analysis as well as validate the effectiveness of the proposed algorithms.

Acknowledgments

This work was supported in part by China Postdoctoral Science Foundation 2015MS80051 and 2016T90039, and the National Natural Science Foundation of China under Grant No. 61602038, 61522103, and 61501216.

References


Yang Liu received the BE degree in electrical engineering and its automation and the ME degree in control theory and control engineering from Harbin Engineering University, Harbin, China, in 2008 and 2010, respectively, and the PhD degree in computer engineering at the Center for Advanced Computer Studies, University of Louisiana at Lafayette, Lafayette, in 2014. He is currently an assistant professor at Beijing University of Posts and Telecommunications. His current research interests include wireless networking and mobile computing.

Changqiao Xu received the Ph.D. degree from Institute of Software, Chinese Academy of Sciences (ISCAS), Beijing, China, in 2009. He was an Assistant Research Fellow with ISCAS from 2002 to 2007. From 2007 to 2009, he was a Researcher with the Software Research Institute, Athlone Institute of Technology, Athlone, Ireland. He joined Beijing University of Posts and Telecommunications, Beijing, in 2009. He is currently a Professor with State Key Laboratory of Networking and Switching Technology, and the Director of the Next Generation Internet Technology Research Center, BUPT. He has authored over 100 technical papers in prestigious international journals and conferences. His research interests include wireless networking, multimedia communications, and next generation Internet technology. Dr. Xu served as the Co-Chair of the IEEE MMTC Interest Group, Green Multimedia Communications, and a Board Member of the IEEE MMTC Services and Publicity.

Yufeng Zhan received his BS degree in computer science from Anhui University of Architecture, Hefei, China, in 2012 and MS degree in Control Engineering from Beijing Institute of Technology, Beijing, China, in 2014, where he is currently working toward his Ph.D. degree in control science and engineering in the School of Automation at Beijing Institute of Technology. His research interests include networked control systems, wireless sensor networks, and mobile opportunistic networks.

Zhisin Liu received his B.S., M.S., and Ph.D. degrees in control theory and engineering from Yanshan University, Qinhuangdao, China, in 2000, 2003, and 2006, respectively. He is currently a professor with the Department of Automation, Institute of Electrical Engineering, Yanshan University, China. He visited the University of Alberta, Edmonton, AB, Canada, in 2009. His current research interests include performance optimization and energy-efficient protocol design in wireless sensor networks, wireless resource allocation in cognitive radio networks and Femtocell networks.

Jianfeng Guan received his B.S. degree from Northeastern University of China in 2004, and the Ph.D. degree in communications and information system from Beijing Jiaotong University in 2010. He is currently an associate professor at the Institute of Network Technology, Beijing University of Posts and Telecommunications. His main research interests focus on future networks, network security, mobility management and routing.

Hongke Zhang received his M.S. and Ph.D. degrees in electrical and communication systems from the University of Electronic Science and Technology of China (UESTC), Chengdu, China, in 1988 and 1992, respectively. From 1992 to 1994, he was a post-doctor at Beijing Jiaotong University (BJTU), Beijing, China. He is currently a professor at the School of Electronic and Information Engineering, BJTU, China and the director of a National Engineering Lab on Next Generation Internet Technologies, China. His research has resulted in many papers, books, patents, systems and equipment in the areas of communications and computer networks. He is the author of more than 10 books and the holder of more than 70 patents. He is the Chief Scientist of a National Basic Research Program of China (973 Program) and has also served on the editorial board of several international journals.