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Abstract—Accurate channel tracking with a small pilot overhead is vital for real-time massive multiple-input and multiple-output (MIMO) communication over a dynamic channel. Recently, compressive sensing has been applied to reduce the pilot overheads by exploiting the spatial and/or temporal correlation of massive MIMO channels. However, most existing channel estimation and tracking algorithms are based on oversimplified channel models with restrictive assumptions, and thus perform poorly under realistic channels. In this paper, we consider downlink frequency-division-duplexing-massive MIMO system operating with limited scattering around the base station and flat fading channel is considered. We propose a two-dimensional Markov Model (2D-MM) to capture the 2-D dynamic sparsity (i.e., structured sparsity in the spatial domain and probabilistic temporal dependency of channel in the temporal domain) of massive MIMO channels. The 2D-MM has the flexibility to model different propagation environments in practice. We derive an effective message passing algorithm called dynamic turbo orthogonal approximate message passing (D-TOAMP) to recursively track a dynamic massive MIMO channel with a 2D-MM prior. The proposed D-TOAMP algorithm does not require knowledge of the 2D-MM channel parameters, which could be automatically learned through the expectation maximization framework. Extensive simulations show that the proposed D-TOAMP can achieve significant gains over the existing algorithms under realistic channels.

Index Terms—Massive MIMO, channel tracking, 2D dynamic sparsity.

I. INTRODUCTION

MASSIVE multiple-input and multiple-output (MIMO) is a promising technology for future wireless systems [1]. It can provide large spatial multiplexing gain as well as array gain to enhance both the capacity and energy efficiency of wireless systems [2]. Accurate channel state information (CSI) estimation and tracking is essential to reap the benefit of massive MIMO for communication over a dynamic wireless channel [3]–[8].
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In a frequency-division duplexing (FDD) system, if we use conventional channel estimation (CE) methods, such as least squares (LS) and minimum mean square error (MMSE) [9] to estimate the downlink channel at the user side, the number of pilot symbols should be at least the same as the number of antennas M at the base station (BS), which would be prohibitively large for massive MIMO system. In practice, due to the limited number of scatterers in the environment, the massive MIMO channel can be quite sparse under an appropriate spatial basis [10]. Various compressive sensing (CS)-based downlink CE schemes have been developed to exploit the inherit sparsity of massive MIMO channels so as to reduce the pilot training overhead, such as orthogonal matching pursuit (OMP) and compressive sampling matching pursuit (CoSaMP) [11]. Several channel estimation algorithms exploit the spatial and/or temporal correlation of the channel to further reduce the pilot overhead and improve the real-time channel tracking performance, as summarized below.

Algorithms exploiting the spatial correlation1 of the channel support: In [12], it is shown that the angular domain channel support (index set of the nonzero elements in the angular domain channel vector) has a burst structure due to the physical scattering structure in the environment, and this burst sparsity structure has been exploited to design a burst-least absolute shrinkage and selection operator (LASSO) algorithm in [12]. Recently, a structured Turbo CS algorithm with Markov channel prior was proposed in [13] to exploit the clustered sparse structure in the spatial domain for massive MIMO channel estimation.

Algorithms exploiting the temporal correlation of the channel: Since the propagation environment is dynamically changing with the temporal correlation, the previously estimated channel can provide some prior information about the current channel. In [14], the channel is modeled by a Markov process and the classical Kalman filter is used to track the channel. However, the method in [14] cannot exploit the sparsity in massive MIMO channels. In [3]–[5] and [6], both the prior information obtained from the temporal correlation and the channel sparsity have been exploited to design the prior-aided sparse channel tracking schemes.

Algorithms exploiting the frequency (delay)-temporal correlation of the channel support for OFDM systems: In [7] and [8], adaptive channel estimation schemes are designed for broad band systems where orthogonal frequency-division multiplexing (OFDM) is used. They assume that the sparsity

1In this paper, spatial correlation refers to the structured spatial sparsity of a massive MIMO channel in which the non-zero elements of the angular domain channel tend to concentrate on a few clusters.
structure is shared by subchannels of different subcarriers (or delay domain channels between the user and different transmit antennas at the BS), and such sparsity is almost unchanged in multiple time blocks.

However, the existing algorithms have the following drawbacks. First, the algorithms exploiting the spatial and/or temporal correlation of the channel support rely on some restrictive assumptions. For example, the burst LASSO algorithm in [12] only works when all bursts of the channel vector have similar sizes, which is not satisfied by practical massive MIMO channels with random burst sizes. [7] and [8] assume that the channel supports across multiple time slots are approximately the same. However, in practice, channel support is time-varying and may undergo a sudden change within two adjacent time slots. Second, many existing algorithms [4], [7] are batch algorithms which require the collection of measurements across multiple time slots to recover a batch of unknown signals simultaneously. Such batch algorithms are offline, slow, and require linearly increasing memory with the sequence length. In practice, it is desirable to design recursive algorithms, which only use the previous signal estimate and current measurements to estimate the current signal, and thus have lower computation complexity and storage requirements. Third, in this paper, we model the fading channel as a dynamic process, and at the same time, maintain spatial sparsity structures as channel evolves over time. Spatial sparsity structure means that the non-zero elements of the angular domain channel tend to concentrate on a few clusters; a dynamic process means the probabilistic dependency of the channels over time. Because these characteristics will cause the sparsity pattern of the angular domain channel spatially and temporally correlated, we call it as two-dimensional (2D) dynamic sparsity in the rest of the paper. The existing channel tracking works also exploited the dynamic sparsity. However, [5], [7], [8], [15] failed to model the dynamic evolution of the channel, and just assumed the common sparsity across time or the prior information quality bound; [3], [4], [6], [14], [16]–[18] considered the dynamic evolution of the channel, but they failed to exploit the spatial sparsity structure while the channel evolves. Therefore, there is no existing paper which exploits the structured spatial sparsity and the probabilistic temporal dependency of the channels jointly to track the dynamic channels. In this paper, we consider downlink FDD massive MIMO system and propose a systematic framework called Dynamic Turbo Orthogonal Approximate Message Passing (D-TOAMP) to recursively track time-varying channels with low pilot overhead and improved performance. The main contributions are summarized below.

### Design of Dynamic Turbo-OAMP Algorithm

By combining the turbo approach and the orthogonal approximate message passing (OAMP) [19]–[21], we propose an efficient sum-product message passing algorithm to recursively track the dynamic channels with a 2D-MM prior. The OAMP in [19]–[21] only works for independent and identically distributed (i.i.d.) priors. We extend the OAMP to D-TOAMP, which works for the 2D-MM prior. The rest of the paper is organized as follows. In Section II, we present the system model. In Section III, we introduce the 2D-MM channel prior. In Section IV, we present the sparse channel tracking formulation. In Section V, we present the proposed D-TOAMP algorithm and give a complexity analysis. Simulation results and conclusion are given in Section VI and VII, respectively.

**Notations:** Upper case and lower case bold face letters denote matrices and vectors, respectively. $X^{-1}$, $X^*$ and $X^H$ denote the inverse, transpose and conjugate transpose of matrix $X$, respectively. $|\Omega|$ denotes the cardinality of a set $\Omega$. $\|x\|$ means the $\ell_2$ norm of vector $x$. $CN(x; \mu, \nu)$ denotes the PDF of a complex Gaussian random variable $x$ with mean $\mu$ and variance $\nu$.

## II. System Model

### A. Downlink Training

Consider a massive MIMO system with one BS serving a single antenna user. The BS is equipped with $M \gg 1$ antennas. To estimate the downlink channel $h_i^H \in \mathbb{C}^{1 \times M}$ at time slot $t$, the BS transmits $P$ pilot sequences $u_{i,p} \in \mathbb{C}^{M \times 1}$, $p = 1, \ldots, P$. The received signal $y_i^H \in \mathbb{C}^{1 \times P}$ at time slot $t$ is

$$y_i^H = h_i^H U_i + n_i^H,$$

where $U_i = [u_{1,i}, \ldots, u_{P,i}] \in \mathbb{C}^{M \times P}$ is the pilot matrix, and $n_i \sim CN(0, \sigma_n^2 I)$ is the additive complex Gaussian noise.

In this paper, we consider massive MIMO at the BS side. For large number of antennas, the spatial resolution of the angular basis increases. Hence, under limited scattering environment, the channel will be sparse under the angular basis.

### B. Massive MIMO Channel Model

We consider flat fading massive MIMO channel with limited scattering around the BS. For clarity, we focus on the case when the BS is equipped with a half-wavelength space uniform linear array (ULA). In this case, the downlink channel vector $h_i \in \mathbb{C}^M$ can be modeled as [10]

$$h_i = \sum_{c=1}^{N_c} \sum_{b=1}^{N_b} a_{i,c,b} \alpha_i(\theta_{i,c,b}),$$

where $N_c$ stands for the number of scattering clusters, $N_b$ stands for the number of sub-paths per cluster, $a_{i,c,b}$ and $\alpha_i(\theta_{i,c,b})$ stand

---

2Note that we focus on downlink channel estimation, where the base station sends some common pilots for all users to estimate their own channels. In a multi-user downlink massive MIMO system, each user can independently perform channel tracking using the proposed D-TOAMP based on the received signal from the common pilots. Therefore, without loss of generality, we can focus on the algorithm design for a reference user, and the proposed D-TOAMP can be directly applied to a multi-user massive MIMO system.
for the complex channel gain and the azimuth angle of departure (AoD) corresponding to the $b$-th sub-path in the $c$-th scattering cluster at time slot $t$. The steering vector $a(\theta) \in \mathbb{C}^M$ for ULA is
\[
a(\theta) = \left[ 1, e^{-j\pi \sin(\theta)}, \ldots, e^{-j\pi (M-1) \sin(\theta)} \right]^T.
\]

C. Off-Grid Basis for Massive MIMO Channels

In this subsection, we describe the angular domain channel representation at time slot $t$. For ease of notation, we drop the time index $t$. The true AoDs could be denoted as $\{\vartheta_1, \ldots, \vartheta_L\}$ where $L = NcN_b$. Let $\{\vartheta_1, \ldots, \vartheta_M\}$ be a uniform sampling grid, which uniformly covers the angular domain $[-\frac{\pi}{2}, \frac{\pi}{2}]$. In practice, the true AoDs usually do not lie exactly on the grid points. To handle the direction mismatch, we adopt an off-grid model. Specifically, if $\vartheta_l \notin \{\vartheta_1, \ldots, \vartheta_M\}$, and $\vartheta_{m_l}$, $m_l \in \{1, \ldots, M\}$ is the nearest grid point to $\vartheta_l$, we write $\vartheta_l$ as
\[
\vartheta_l = \vartheta_{m_l} + \beta_{m_l},
\]
where $\beta_{m_l}$ is the off-grid gap. Then we have $a(\vartheta_l) = a(\vartheta_{m_l} + \beta_{m_l})$. The downlink channel $h$ in (2) has a sparse representation with off-grid basis as given by
\[
h = A(\beta) x,
\]
where $\beta = [\beta_1, \ldots, \beta_M]^T$, $A(\beta) = [a(\vartheta_1 + \beta_1), \ldots, a(\vartheta_M + \beta_M)]$, $x \in \mathbb{C}^M$ is the sparse angular domain channel, and
\[
\beta_{m_l} = \begin{cases} 
\vartheta_l - \vartheta_{m_l}, & l = 1, \ldots, L \\
0, & \text{otherwise} \end{cases}.
\]

Note that with the off-grid basis, the model could significantly alleviate the direction mismatch because there always exists some $\beta_{m_l}$ making (3) hold exactly.

We can also obtain similar sparse representation with off-grid basis for more general 2D antenna arrays. In this case, the steering vector $a(\vartheta, \varphi)$ can be expressed as a function of the azimuth angle $\vartheta$ and elevation angle $\varphi$. Please refer to [22] for the detailed expression of $a(\vartheta, \varphi)$. In this case, the downlink channel vector $h_t \in \mathbb{C}^M$ can be modeled as [22]
\[
h_t = \sum_{l=1}^{L} a_l a(\vartheta_l, \varphi_l),
\]
where $L$ stands for the total number of sub-paths, $a_l, \vartheta_l, \varphi_l$ stand for the complex channel gain, the azimuth AoD, and elevation AoD corresponding to the $l$-th sub-path. Then the downlink channel $h$ in (6) also has a sparse representation with off-grid basis as given by $h = A(\beta, \varphi)x$, where $A(\beta, \varphi) = [a(\vartheta_1 + \beta_1, \varphi_1), \ldots, a(\vartheta_M + \beta_M, \varphi_M)]$,
\[
\varphi_{m_l} = \begin{cases} 
\varphi_l, & l = 1, \ldots, L \\
0, & \text{otherwise} \end{cases},
\]
the definition of $m_l$ can be found in (3). The parameters $(\beta, \varphi)$ could be learned through the expectation maximization (EM) framework in the proposed D-TOAMP algorithm.

The proposed algorithm in this paper can be applied to general array geometry at the BS with an invertible array response matrix

\[A(0, 0).\] For a ULA with half-wavelength inter antenna spacing, the array response matrix $A$ with $\beta = 0$ is a discrete Fourier transform (DFT) matrix [5], [7], which is invertible. Simulations also show that the array response matrix $A$ is invertible for many other general array geometries, including randomly placed antenna arrays.

III. TWO-DIMENSIONAL MARKOV CHANNEL MODEL

Using the angular domain channel representation, the downlink channel at time slot $t$ can be expressed as
\[
h_t = A(\beta_t) x_t,
\]
where $x_t$ is the angular domain channel vector at time slot $t$.

The channel model in (7) lacks a probability model for $x_t$. Such a probability model provides the foundation for exploiting the 2D dynamic sparsity of massive MIMO channels. In existing work, there are some attempts to exploit the sparsity for massive MIMO CE under a very simple assumption for i.i.d. sparsity [11]. However, in practice, due to the clustered scattering, the support of the massive MIMO channels will not be i.i.d. distributed. In [12], a burst sparsity is introduced to account for the clustered scattering. However, this model is deterministic and cannot capture a more complicated clustered scattering structure with random cluster sizes and locations. Furthermore, due to slowly changing propagation environment, the dynamic scattering structures are temporally correlated. Previous estimated channel can provide prior information to enhance the current CE efficiency [3]–[8]; however, the assumptions of the deterministic support structure shared by consecutive time slots in [7], [8] and the prior information quality bound in [5] are too restrictive.

**Challenge 1:** Propose a probabilistic channel model to capture a more realistic 2D dynamic sparsity of the massive MIMO channels.

In this paper, we introduce a 2D Markov model to capture a more realistic 2D dynamic sparsity of the massive MIMO channels. Fig. 1 illustrates the high level structure of the 2D-MM for the massive MIMO channels $x_1, \ldots, x_L$.

Let $\Omega_t$ denote the index set of non-zero elements of $x_t$, which is called the channel support at time slot $t$. In order to characterize the 2D dynamic sparsity of a dynamic channel $x(t) = \{x_1, \ldots, x_L\}$, we adopt a probabilistic signal model with two hidden random processes $s(t) = \{s_1(t), \ldots, s_L(t)\}$.
\[ t \in \{ 1, \ldots, T \}, \quad \theta = 1 \text{ at time slot } \theta \] will be temporally correlated. Due to the slowly changing channel environment, the hidden support vector \( s_t \) and hidden value vector \( \theta_t \) will be temporally correlated.

\[ s_t = s_{t,1}, \ldots, s_{t,M} \] and \( \theta^{(T)} = \{ \theta_1, \ldots, \theta_T \} \). The binary vector \( s_t = s_{t,1}, \ldots, s_{t,M} \in \{ 0, 1 \}^M \), with \( s_{t,m} = 1 \) if \( m \in \Omega_t \), and \( s_{t,m} = 0 \) otherwise, represents the hidden support vector at time slot \( t \), which describes the 2D dynamic sparsity of the channel sparsity pattern. The complex-valued vector \( \theta_t = [\theta_{t,1}, \ldots, \theta_{t,M}] \in \mathbb{C}^M \) with \( \theta_{t,m} = x_{t,m} \) if \( s_{t,m} = 1 \) represents the hidden value vector at time slot \( t \), which characterizes the temporal correlation of the channel coefficients. The dynamic channel can be modeled as

\[ x_{t,m} = s_{t,m} \cdot \theta_{t,m}, \quad t = 1, \ldots, T, \quad 1 \leq m \leq M, \]

where \( s_{t,m} \) denotes whether there is an active path from the \( m \)-th AoD direction in the \( t \)-th time slot at the BS, and \( \theta_{t,m} \) denotes the corresponding complex path gain. Then the 2D-MM channel prior distribution (joint distribution of \( x^{(T)}, s^{(T)}, \theta^{(T)} \)) is given by

\[ p(x^{(T)}, s^{(T)}, \theta^{(T)}) = p(s^{(T)} | x^{(T)}, \theta^{(T)}) p(s^{(T)}) p(\theta^{(T)}), \]

where the probability model for channel vectors \( x^{(T)} \) is conditioned on the hidden support vectors and hidden value vectors, the hidden support vectors \( s^{(T)} \) form a 2D-MM, and the hidden value vectors \( \theta^{(T)} \) form a Gauss-Markov process, as detailed below.

### A. Probability Model for Channel Vector

The conditional prior \( p(x^{(T)} | s^{(T)}, \theta^{(T)}) \) is given by

\[ p(x^{(T)} | s^{(T)}, \theta^{(T)}) = \prod_{t=1}^{T} \prod_{m=1}^{M} p(x_{t,m} | s_{t,m}, \theta_{t,m}) \]

\[ = \prod_{t=1}^{T} \prod_{m=1}^{M} \delta(x_{t,m} - \theta_{t,m} s_{t,m}), \]

where \( \delta(\cdot) \) is the Dirac delta function. Conditioned on \( s^{(T)}, \theta^{(T)} \), \( x_{t,m} \)'s are independent. By definition, \( s_{t,m} = 0 \) sets \( x_{t,m} = 0 \), while \( s_{t,m} = 1 \) sets \( x_{t,m} = \theta_{t,m} \).

The 2D-MM channel is motivated by the physical propagation mechanism of radio waves. Physically, each Tx scatterer at the BS side corresponds to an AoD, as shown in Fig. 2. If the \( m \)-th AoD path is visible to the user (i.e., the signal of the \( m \)-th AoD path reflected/scattered from the Tx scatterer can reach the user), the \( m \)-th element of angular domain channel vector \( x_t \) will be non-zero. In practice, there are limited Tx scatterers at the BS, i.e., the BS is elevated high or the carrier frequency is high, so only part of the AoD paths can reach the user. The hidden support vector \( s_t \) represents the AoD paths that can be seen by the user. Moreover, since we consider a channel tracking problem where an invisible AoD path at the current time slot may become visible at the next time slot (and vice-versa), it is necessary to use a hidden value vector \( \theta_t \) to model the path gains of all the \( M \) potential AoD paths, as shown by [3] and [4]. Therefore, it is natural to model the actual channel vector \( x_t \) as the product of \( s_t \) and \( \theta_t \).

### B. Two-Dimensional Markov Model of Hidden Support Vector

Due to the clustered structure of the scatterers at the BS side, the non-zero elements in \( s_t \) will concentrate on a few clusters [12], where each cluster corresponds to a transmit scattering cluster. This spatially clustered structure implies that \( s_{t,m} \) depends on \( s_{t-1,m} \), e.g., if \( s_{t-1,m} = 1 \), then there is a higher probability that \( s_{t,m} \) is also 1. Moreover, it has been verified in [3] and [4] that the channel supports often change slowly over time, which implies that \( s_{t,m} \) also depends on \( s_{t-1,m} \), e.g., if \( s_{t-1,m} = 1 \), then there is a higher probability that \( s_{t,m} \) is also 1. Such 2D dynamic sparsity of hidden support vectors can be naturally modeled as the following 2D-MM [23]:

\[ p(s^{(T)}) = \prod_{t=1}^{T} \prod_{m=2}^{M} p(s_{t,m} | s_{t-1,m-1}) \]

\[ \times \prod_{t=2}^{T} \prod_{m=2}^{M} p(s_{t,m} | s_{t-1,m-1}, s_{t-1,m-2}), \]

whose 2D transition probabilities are defined as

\[ \rho_{01}^{S} = p(s_{1,m} = 1 | s_{1,m-1} = 0), \quad \rho_{01}^{S} = p(s_{1,m} = 0 | s_{1,m-1} = 1), \quad \rho_0^{T} = p(s_{t,1} = 1 | s_{t-1,1} = 0), \quad \rho_0^{T} = p(s_{t,1} = 0 | s_{t-1,1} = 1) \]

and

\[ \rho_{ba} = p(s_{t,m} = a | s_{t,m-1} = b, s_{t,m-2} = c), \quad a, b, c \in \{ 0, 1 \}, \]

\[ t > 1 \text{ and } m > 1. \]

Fig. 2. Illustration of the 2D dynamic sparsity of the massive MIMO channel for \( T = 2 \). Due to limited and clustered scattering at the BS, the hidden support vector \( s_t \) will be sparse with clustered non-zero elements. Due to the slowly changing scattering environment, the hidden support vector \( s_t \) and hidden value vector \( \theta_t \) will be temporally correlated.

Fig. 3. Factor graphs of hidden support and value vectors when \( M = 3 \) and \( T = 3 \). (a) Factor graph of the 2D-MM of the hidden support vectors; (b) factor graph of Gauss-Markov model of the hidden value vectors.

The factor graph of the 2D-MM hidden support vector is illustrated in Fig. 3a, where the factor nodes \( h_{t,m} \) are the conditional priors (priors) in (11). Note that we can always find a set of transition probabilities \( \{ \rho_{ba}^{T}, \rho_{ba}^{S}, \rho_{ba}^{T} \} \) to make the 2D-MM operate in a steady-state [23], such that

\[ p(s_{t,m} = 1) = \lambda, \forall t, m, \text{ where } \lambda > 0 \text{ is the sparsity ratio.} \]
Depending on how \( \{ \rho_{bca} \}, a, b, c \in \{ 0, 1 \} \) are choosing, the prior distribution in (11) can favor static or substantially changing support in the temporal domain. For example, higher \( \rho_{b1} \) and smaller \( \rho_{b0} \), \( b \in \{ 0, 1 \} \) lead to temporally highly correlated priors of \( s(t) \). Meanwhile, the prior distribution in (11) can characterize the clustered structure of \( s_t \) in the spatial domain. For example, a higher \( \rho_{c1} \), \( c \in \{ 0, 1 \} \) leads to a larger average cluster size, and a smaller \( \rho_{c0} \), \( c \in \{ 0, 1 \} \) leads to a larger average gap between clusters in \( s_t \). As such, the 2D-MM in (11) is a general flexible model to characterize the 2D dynamic sparsity of \( s(t) \).

C. Gauss-Markov Model of Hidden Value Vector

It has been shown in [3] and [4] that the path gains evolve smoothly over time. We can use the spatially independent steady-state Gauss-Markov processes to model the temporal evolution of the hidden value vector as follows [18]:

\[
\theta_{t,m} = (1 - \alpha) (\theta_{t-1,m} - \zeta) + \alpha w_{t,m} + \zeta, \tag{12}
\]

where \( \alpha \in [0, 1] \) controls the temporal correlation, \( \zeta \sim \mathcal{C}N(0, \kappa) \) is the i.i.d Gaussian perturbation with mean 0 and variance \( \kappa \). Specifically, if \( \alpha = 0 \), then \( \theta_{t,m} = \theta_{t-1,m} \), which means the hidden value vector \( \theta_t \) is unchanged over time. If \( \alpha = 1 \), then \( \theta_{t,m} = w_{t,m} + \zeta \sim \mathcal{C}N(\zeta, \kappa) \), which means the hidden value vector \( \theta_t \) is i.i.d Gaussian distributed over time. If \( 0 < \alpha < 1 \), based on (12), the conditional probability of \( \theta_{t,m} \) can be given by

\[
p(\theta_{t,m} | \theta_{t-1,m}) \sim \mathcal{C}N(\theta_{t-1,m}; (1 - \alpha) \theta_{t-1,m} + \alpha \zeta, \alpha^2 \kappa). \tag{13}
\]

In the steady-state

\[
\theta_{t,m} \sim \mathcal{C}N(\zeta, \sigma^2), \quad \forall t, m, \tag{14}
\]

where the steady-state variance is \( \sigma^2 = \frac{\alpha}{1 - \alpha} \kappa \). The joint distribution of \( \theta^{(T)} \) can be calculated as follows:

\[
p\left(\theta^{(T)}\right) = \prod_{m=1}^{M} \prod_{d_{t,m}}^{T} \prod_{c=2}^{T-d_{t,m}} p(\theta_{t,m} | \theta_{t-1,m}). \tag{15}
\]

The factor graph of the Markovian hidden value vector is illustrated in Fig. 3b, where the factor nodes \( d_{t,m} \) are the conditional priors (priors) in (13).

Finally, the overall factor graph of the 2D-MM channel is illustrated in Fig. 4, where the factor node \( f_{t,m} \) is the conditional prior in (10).

D. Verification of Two-Dimensional Markov Channel Model

Compared to other static channel models [7], [8], [12], the proposed 2D-MM provides more flexibility to model more realistic channels. Specifically, in our model, the average cluster size and cluster number in the spatial domain, and the dependency of the channel across time are determined by a set of parameters \( \rho \triangleq \{ \rho_{a}, \rho_{bca}, \alpha, \zeta, \kappa, \sigma^2 \}, a, b, c \in \{ 0, 1 \} \). For given parameters, the channel realizations could have different spatial-temporal properties, i.e., different cluster numbers and cluster sizes, and different channel evolutions over time. As such, the proposed 2D-MM channel can be used to model various channel realizations in practice, and thus works well for realistic channels. Moreover, the statistic parameters in our model \( \rho \) could be automatically learned by the proposed D-TOAMP algorithm based on the EM framework during the recovery process.

In this subsection, we will provide some verifications of the proposed 2D-MM channel. Fig. 5a shows a typical empirical histogram plot of the number of AoD spatial lobes (SLs) extracted from the 28-GHz millimeter-wave statistical spatial channel model (mm-SSCM) proposed in [24], next to the simulated histograms extracted from the proposed 2D-MM channel. It can be seen that the proposed 2D-MM channel prior yields good agreement with the practical mmWave channels.

AoD global angular spread (AS) describes the degree of angular dispersion at the BS over the entire \( 2\pi \) azimuth plane. The AoD global AS in Fig. 5b are computed based on a \(-10\) dB lobe threshold from the measured data in the 28-GHz mm-SSCM [24], and are compared to the simulated values using the 2D-MM channel prior. It can be seen that the statistics of the simulated and measured global AS match well.

IV. MASSIVE MIMO CHANNEL TRACKING WITH 2D DYNAMIC SPARSITY

Using the angular domain channel representation, (1) can be rewritten as a standard CS model as in [5], [12]

\[
y_t = F_t (\beta_t) x_t + n_t, \forall t, \tag{16}
\]
where the measurement matrix $F_i(\beta_i)$ is given by

$$F_i(\beta_i) = U_i^H A(\beta_i) \in \mathbb{C}^{P \times M}. \quad (17)$$

It is well known that the choice of measurement matrix will affect the CE performance significantly. It is shown in [13], [19] and [20] that a partial orthogonal measurement matrix achieves better performance than an i.i.d Gaussian matrix under the OAMP algorithm. In order to reduce the signaling overhead between the BS and user, the pilot matrix is designed assuming a fixed off-grid parameter $\beta_i = 0$, i.e., $U_i = S_iDR_iA(0)^{-1}$, such that $F_i(0) = S_iDR_i$, which is referred to as a partial DFT-random permutation (RP) measurement matrix. $S_i \in \{0, 1\}^{M \times M}$ is a selection matrix consisting of randomly selected and reordered $P$ rows of an $M \times M$ identity matrix, $D_i \in \mathbb{C}^{M \times M}$ is the DFT matrix, and $R_i \in \{0, 1\}^{M \times M}$ is a RP matrix generated by a randomly reordered $M \times M$ identity matrix. For large antenna arrays, $M$ is large and the measurement matrix $F_i(\beta_i) = S_iDR_iA(0)^{-1}A(\beta_i) \approx S_iDR_i$ is approximately partial orthogonal. Simulations in Section VI verify that such choice of pilot matrix can indeed achieve a good performance.3

Remark 1: In the original OAMP algorithm, the measurement matrix is chosen as partial DFT matrix and the sparse signal follows i.i.d distribution. However, as shown in Fig. 6, we find that partial DFT matrix does not work well for signals with complicated correlations, i.e., 2D-MM priors. On the other hand, the partial DFT-RP matrix decorrelates the sparse signal by introducing a RP. Therefore, partial DFT-RP achieves better performance compared to the partial DFT measurement matrix for the D-TOAMP algorithm with non-i.i.d sparse signals.

Based on the observation model in (16) and the 2D-MM for the massive MIMO channels $x(t)$ in (9), our primary goal is to recursively track the time-varying channel vector $x_t$ and optimize the off-grid parameter $\beta_i$ at the $t$-th time slot, given the observations up to $t$ time slots $y(t) = \{y_{\tau}\}_{\tau=1}^{t}$ and the (approximately) optimal off-grid parameters up to $(t - 1)$ time

$$\beta^{(t-1)}(\beta_\tau) = \{\beta_\tau^{(t-1)}\}_{\tau=1}^{t-1}$$ in (16). Because $\beta^{(t-1)}$ is fixed for the channel tracking problem at the $t$-th time slot, we omit $\beta^{(t-1)}$ in the probability expressions for simplicity. In particular, for given $\beta_i$, we are interested in computing the marginal posterior $p(x_{t,m} | y(t), \beta_i)$, where

$$p(x_{t,m} | y(t), \beta_i) \propto \sum_{y(t)} \left( y(t), \theta(t), y(t), \beta_i \right) \prod_{t,m} p(x_{t,m} | x_{t,m}, \theta_{t,m}) . \quad (18)$$

$x_{(t,m)}$ denotes the vector collections $\{x_{\tau}\}_{\tau=1}^{t}$ excluding the element $x_{t,m}$, $p(y_{t,i} | x_{t}, \beta_i) = CN(y_{t,i}, \hat{f}_i, \sigma^2)$, and $y_{t,i}$ is the $i$-th element of $y_t$, $\hat{f}_i$ is the $i$-th row of $F_i(\beta_i)$. We use $\propto$ to denote equality after scaling. On the other hand, the optimal off-grid parameter $\hat{\beta}_i$ is obtained by maximum likelihood (ML) as follows:

$$\hat{\beta}_i = \arg \max_{\beta_i} p(y(t), \beta_i) = \arg \max_{\beta_i} \int_{x(t)} p(x(t), y(t), \beta_i) dx(t). \quad (19)$$

Once we obtain the ML estimate of $\beta_i$, and the associated conditional marginal posterior $p(x_{t,m} | y(t), \beta_i)$, we can obtain the MMSE estimates of $\{x_{t,m}\}$, $\hat{x}_{t,m} = E(x_{t,m} | y(t), \beta_i)$, where the expectation is over the marginal posterior $p(x_{t,m} | y(t), \beta_i)$.

It is very challenging to calculate the exact posterior in (18) because the factor graph of the underlying model has loops. In the next section, we propose a D-TOAMP algorithm to approximate calculate the marginal posteriors $p(x_{t,m} | y(t), \beta_i)$ and the associated MMSE estimates, and use an in-exact majorization-minimization (MM) method (which is a generalization of the EM method) [22] to find an approximate solution of (19). One major approximation in the proposed algorithm is that the approximate message passing algorithm (D-TOAMP) may not find the exact posterior in (18) due to the presence of loops in the associated factor graph. Assume for fixed $\beta_i$, D-TOAMP can find the exact posterior in (18), then we can show that the proposed algorithm will converge to a stationary point of the ML problem in (19) for $\beta_i$. The state evolution analysis in [19]–[21] implies that the approximate posterior of $x_t$ obtained by the OAMP-based algorithm can be quite accurate. As such, the proposed algorithm is expected to achieve a good performance. Indeed, the proposed D-TOAMP algorithm is shown in the simulations to have significant gain over various state-of-the-art baselines.

Challenge 2: There is no closed-form posterior distribution in (18) and it is difficult to obtain the closed-form expression of $\beta_i$ in (19).
V. DYNAMIC TURBO-OAMP ALGORITHM

The basic idea of the D-TOAMP algorithm is to simultaneously approximate the marginal posterior \( p(x_{t,m} | y(t), \beta_t) \) exploiting the 2D-MM prior and maximize the log-likelihood \( \ln p(y(t), \beta_t) \) with respect to \( \beta_t \), as in (19) at the \( t \)-th time slot. In summary, at the \( t \)-th time slot, the D-TOAMP algorithm (Algorithm 1) performs iterations between the following two major steps until convergence.

- **D-TOAMP-E Step**: Given \( \beta_t \), calculate the approximate marginal posterior \( \hat{p}(x_{t,m} | y(t), \beta_t) \) by combining the OAMP and 2D-MM prior via the turbo framework, as elaborated in Section V-B. Then \( p(x_t | y(t), \beta_t) \) can be approximated by \( \hat{p}(x_t | y(t), \beta_t) = \prod_m \hat{p}(x_{t,m} | y(t), \beta_t) \).

- **D-TOAMP-M Step**: Given \( p(x_t | y(t), \beta_t) \approx \hat{p}(x_t | y(t), \beta_t) \), construct a surrogate function (lower bound) for the objective function \( \ln p(y(t), \beta_t) \), then maximize the surrogate function with respect to \( \beta_t \), as elaborated in Section V-A.

In the following, we first elaborate the D-TOAMP-M step, which is an extension of the in-exact MM method in [22]. Because the surrogate function in D-TOAMP-M step requires the calculation of the posterior \( p(x_t | y(t), \beta_t) \), we elaborate how to approximately calculate the posterior \( p(x_t | y(t), \beta_t) \) in the D-TOAMP-E step.

A. D-TOAMP-M Step (In-Exact MM)

It is difficult to directly maximize the log-likelihood function \( \ln p(y(t), \beta_t) \), because there is no closed-form expression due to the multi-dimensional integration over \( x(t) \) as in (19). To make the problem tractable, in the D-TOAMP-M Step, we maximize a surrogate function of \( \ln p(y(t), \beta_t) \) with respect to \( \beta_t \). Specifically, let \( u(\beta_t; \beta_t) \) be the surrogate function constructed at some fixed point \( \beta_t \), which satisfies the following properties:

\[
\begin{align*}
    u(\beta_t; \beta_t) &\leq \ln p(y(t), \beta_t), \quad \forall \beta_t, \quad (20) \\
    u(\beta_t; \beta_t) &= \ln p(y(t), \beta_t), \quad (21) \\
    \frac{\partial u(\beta_t; \beta_t)}{\partial \beta_t} \bigg|_{\beta_t = \beta_t} &= \frac{\partial \ln p(y(t), \beta_t)}{\partial \beta_t} \bigg|_{\beta_t = \beta_t}. \quad (22)
\end{align*}
\]

Inspired by the EM algorithm [25], we use the following surrogate function:

\[
u(\beta_t; \beta_t) = \int p(x_t | y(t), \beta_t) \ln p(x_t | y(t), \beta_t) \, dx_t, \quad (23)\]

It can be shown that the surrogate function in (23) satisfies (20)–(22). Then in the D-TOAMP-M step of the \( i \)-th iteration, we update \( \beta_t \) as

\[
\beta_t^{i+1} = \arg \max_{\beta_t} u(\beta_t; \beta_t), \quad (24)
\]

where \( \beta_t \) stands for the value of \( \beta_t \) at the \( i \)-th iteration. However, the maximization problem in (24) is non-convex and it is difficult to find its optimal solution. We use an in-exact MM method, where \( \beta_t^{i+1} \) is obtained by applying gradient update as follows:

\[
\beta_t^{i+1} = \beta_t^i + \Delta_t \cdot \frac{\partial u(\beta_t; \beta_t)}{\partial \beta_t} \bigg|_{\beta_t = \beta_t^i}, \quad (25)
\]

where \( \Delta_t \) is the stepsize, which can be determined by backtracking line search [26]. Alternatively, we may use a fixed stepsize as mentioned in [22] to reduce the computational complexity due to backtracking line search.
Based on the convergence proof of the EM algorithm in [27], we can prove that the in-exact MM converges to a stationary solution of the optimization problem (19).

**Lemma 1 (Convergence of In-exact MM):** Suppose the surrogate function \( u(\beta_1; \beta) \) satisfies (20)–(22). If at each iteration, we do in-exact (gradient) update as in (25) for off-grid parameter \( \beta \), the iterates generated by the D-TOAMP algorithm converge to a stationary point of Problem (19).

Therefore, if we can calculate the exact posterior \( p(x_t|m|y^{(t)}, \hat{\beta}_t) \) for given \( \beta_t \), we can construct the surrogate function in (23) and the corresponding D-TOAMP algorithm converges to a stationary point of (19). Unfortunately, in our case, the exact posterior is intractable due to the loops in the factor graph. Thus, in the D-TOAMP-E step, we incorporate the 2D-MM channel prior into the OAMP algorithm to find an approximation of the marginal posterior \( p(x_t,m|y^{(t)}, \beta) \), i.e., \( \hat{p}(x_{t,m}|y^{(t)}, \beta) \), for any given \( \beta \). Then the posterior \( p(x_t|m|y^{(t)}, \beta) \) can be approximated by \( \hat{p}(x_t|m|y^{(t)}, \beta) = \prod_{m} \hat{p}(x_{t,m}|y^{(t)}, \beta) \). Based on the posterior approximation \( \hat{p}(x_t|m|y^{(t)}, \beta) \), we can construct a tractable surrogate function as

\[
\hat{u}(\beta_t; \beta_t) = \int \hat{p} \left( x_t | y^{(t)}, \beta_t \right) \ln \frac{p \left( x_t, y^{(t)}, \beta_t \right)}{\hat{p} \left( x_t | y^{(t)}, \beta_t \right)} dx_t,
\]

which is expected to approximately satisfy (20)–(22). Therefore, after the convergence of the D-TOAMP with the tractable surrogate function in (26), we do not obtain an approximate stationary solution \( \beta_t^* \) of (19), but also the associated (approximate) marginal conditional posterior \( p(x_{t,m}|y^{(t)}, \beta_t^*) \approx \hat{p}(x_{t,m}|y^{(t)}, \beta_t^*) \).

The detailed update expression for \( \beta_t \) could be found in Appendix A.

**B. D-TOAMP-E Step**

We first give an overview of the OAMP technique that will be used in the algorithm design in this subsection. Then, we elaborate the modules of the D-TOAMP-E step and the message passing in Module B at each time slot in the D-TOAMP-E step.

1) **Overview of OAMP:** OAMP proposed in [19]–[21] is a variation of the well-known approximate message passing (AMP) [28]. OAMP can handle a wide range of partial orthogonal sensing matrices, and it is shown to achieve a better performance than AMP. Consider the linear observation model

\[
y = Fx + n,
\]

where \( x \in \mathbb{C}^Q \times 1 \) is a sparse signal to be estimated, \( y \in \mathbb{C}^L \times 1 \) is the received signal, and \( n \sim \mathcal{CN}(0, \sigma_n^2 I) \) is the Gaussian noise, \( F \in \mathbb{C}^L \times Q \) is a partial orthogonal matrix. The entries of the sparse signal \( x \) are assumed to be i.i.d., with the \( j \)-th entry following the Bernoulli-Gaussian distribution:

\[
x_j \sim \begin{cases} 
0 & \text{probability } = 1 - \lambda, \\
\mathcal{CN}(0, \xi) & \text{probability } = \lambda.
\end{cases}
\]

OAMP is designed to recover the i.i.d. sparse signal \( x \) from the linear observation model in (27).

OAMP contains two modules: Module A is a linear MMSE (LMMSE) estimator based on the observation and the messages from Module B; Module B performs MMSE estimator that combines the i.i.d sparse prior in (28) and the messages from Module A. The extrinsic output [29] of a module is fed to the other module as a prior input. The two modules are executed iteratively until convergence. At the end, the estimation of \( x \) is given based on the posterior output of Module B.

Specifically, for Module A, it is based on the assumption that the entries of \( x \) are i.i.d with a prior mean \( \mu_{x,A} \) and variance \( \sigma_{x,A}^2 \), where \( x_A^{pri} \) and \( v_A^{pri} \) are the messages passed from Module B. Then under this assumption, the LMMSE estimate and the mean-square error (MSE) of \( x \) based on model (27) are respectively given by [19]

\[
x_A^{post} = x_A^{pri} + \frac{v_A^{pri}}{v_A^{pri} + \sigma_x^2} F^H (y - FX_A^{pri}),
\]

\[
v_A^{post} = \frac{v_A^{pri}}{Q_A^{post}} - \frac{1}{v_A^{post}}.
\]

The extrinsic LMMSE estimate and the MSE of \( x \) can be computed by [19]

\[
x_B^{pri} = x_B^{ext} = v_B^{ext} \left( \frac{x_B^{post}}{v_B^{post}} - \frac{x_B^{pri}}{v_B^{pri}} \right),
\]

\[
v_B^{post} = \frac{1}{Q_B^{post}} \sum_{j=1}^{Q} \text{Var} \left( x_j | x_B^{pri} \right),
\]

\[
The extrinsic MMSE estimate and the MSE of \( x \) is given by [19]

\[
x_B^{post} = x_B^{ext} = v_B^{ext} \left( \frac{x_B^{post}}{v_B^{post}} - \frac{x_B^{pri}}{v_B^{pri}} \right),
\]

\[
v_B^{post} = \frac{1}{Q_B^{post}} \sum_{j=1}^{Q} \text{Var} \left( x_j | x_B^{pri} \right),
\]

where \( x_B^{ext} \) and \( v_B^{ext} \) are i.i.d with a prior mean \( \mu_{x,B} \) and variance \( \sigma_{x,B}^2 \), where \( x_B^{pri} \) and \( v_B^{pri} \) are the messages passed from Module B. Then under this assumption, the LMMSE estimate and the mean-square error (MSE) of \( x \) based on model (27) are respectively given by [19]

\[
x_A^{post} = x_A^{pri} + \frac{v_A^{pri}}{v_A^{pri} + \sigma_x^2} F^H (y - FX_A^{pri}),
\]

\[
v_A^{post} = \frac{v_A^{pri}}{Q_A^{post}} - \frac{1}{v_A^{post}}.
\]

The extrinsic LMMSE estimate and the MSE of \( x \) can be computed by [19]

\[
x_B^{pri} = x_B^{ext} = v_B^{ext} \left( \frac{x_B^{post}}{v_B^{post}} - \frac{x_B^{pri}}{v_B^{pri}} \right),
\]

\[
v_B^{post} = \frac{1}{Q_B^{post}} \sum_{j=1}^{Q} \text{Var} \left( x_j | x_B^{pri} \right),
\]

\[
where \( z \sim \mathcal{CN}(0, v_B^{pri} I) \) is independent of \( x \). Based on this assumption, the posterior mean and variance can be respectively calculated as [19]

\[
x_B^{post} = x_B^{ext} = v_B^{ext} \left( \frac{x_B^{post}}{v_B^{post}} - \frac{x_B^{pri}}{v_B^{pri}} \right),
\]

\[
v_B^{post} = \frac{1}{Q_B^{post}} \sum_{j=1}^{Q} \text{Var} \left( x_j | x_B^{pri} \right),
\]

where \( x_B^{ext} \) and \( x_B^{post} \) denote the \( j \)-th entry of \( x_B^{ext} \) and \( x_B^{post} \). \( \text{Var}(\cdot) \) is with respect to the posterior distribution of \( x \), which is given by \( p(x_j | x_B^{pri}) \propto p(x_B^{pri} | x_j) p(x_j) \), where \( p(x_j) \) is given in (28). Based on (33), \( p(x_B^{post} | x_j) \) is given by \( \mathcal{CN}(x_B^{post}, x_j, v_B^{pri}) \). Note that as the entries of \( x \) are prior independent (from (28)) and according to the assumption in (33), the entries of \( x \) are also posterior independent. The extrinsic mean
and variance of $x$ can be computed by [19]

$$
x_{A}^{pri} = x_{B}^{pri} = v_{B}^{ext} \left( \frac{v_{B}^{post}}{v_{B}^{pri}} - \frac{v_{B}^{pri}}{v_{B}^{ext}} \right),
$$

(36)

$$
v_{A}^{pri} = v_{B}^{ext} = \left( \frac{1}{v_{B}^{post}} - \frac{1}{v_{B}^{ext}} \right)^{-1}.
$$

(37)

2) Modules of the D-TOAMP-E Step Within a Time Slot: At each time slot $t$, for given $\beta_t$, the D-TOAMP-E step contains two modules (as shown in Fig. 7): Module A is a LMMSE estimator based on the current observation $y_t$ and messages from Module B. Module B performs MMSE estimation that combines the 2D-MM channel prior in (9), the messages from Module A and the messages passed from the last time slot (for $t > 1$). The two modules are executed iteratively until convergence. Because in the D-TOAMP-E step, $\beta_t$ is fixed, we will omit the argument $\beta_t$ in the probability expressions for simplicity.

We now provide more details of each module. In Module A, the channel vector $x_t$ is estimated based on the observation $y_t$ with a prior distribution $\mathcal{CN}(x_t; x_{A,t}^{ext}, v_{A,t}^{ext} I)$, where $x_{A,t}^{ext}$ and $v_{A,t}^{ext}$ are the extrinsic mean and variance, respectively, from the 2D-MM-MMSE estimator that will be elaborated in detail later. Then the posterior distribution of $x_t$ is still complex Gaussian with mean and variance given by

$$
x_{A,t}^{post} = x_{A,t}^{ext} - \frac{v_{A,t}^{ext}}{v_{A,t}^{ext} + \sigma^2_t} F_t(\beta_t) H (y_t - F_t(\beta_t) x_{A,t}^{ext})
$$

(38)

and

$$
v_{A,t}^{post} = v_{A,t}^{ext} - \frac{(v_{A,t}^{ext})^2}{v_{A,t}^{ext} + \sigma^2_t},
$$

(39)

respectively. After that, we need to calculate the extrinsic message passing [29], which can decorrelate the input and output messages of the estimator. The extrinsic distribution of $x_t$ satisfies

$$
\mathcal{CN}(x_t; x_{A,t}^{ext}, v_{A,t}^{ext} I)
$$

\propto \mathcal{CN}(x_t; x_{A,t}^{ext}, v_{A,t}^{ext} I) \mathcal{CN}(x_t; x_{A,t}^{ext}, v_{A,t}^{ext} I).
$$

(40)

Therefore, the extrinsic mean and variance are respectively given by

$$
x_{B,t}^{pri} = x_{A,t}^{ext} = v_{B,t}^{ext} \left( x_{A,t}^{post} - \frac{x_{A,t}^{post}}{v_{A,t}^{ext}} \right),
$$

(41)

$$
v_{B,t}^{pri} = v_{B,t}^{ext} = \left( \frac{1}{v_{B,t}^{post}} - \frac{1}{v_{B,t}^{ext}} \right)^{-1}.
$$

(42)

In Module B, the extrinsic calculation is similar to that in Module A, but the 2D-MM-MMSE estimator is more complicated.

Challenge 3: MMSE estimator design for the 2D-MM priors

In OAMP [19], the MMSE estimator was designed for i.i.d. prior. However, in this paper, the massive MIMO channels with 2D dynamic sparsity are not i.i.d distributed. The MMSE estimator needs to be redesigned based on the proposed 2D-MM channel prior. Therefore, the standard MMSE estimator for i.i.d. prior cannot be applied and we need to extend the MMSE estimator in order to exploit the 2D dynamic sparsity structure in the massive MIMO channels in (9). The details of the 2D-MM-MMSE estimator and the corresponding extrinsic update are presented in Section V-B3.

3) Message Passing in Module B (2D-MM-MMSE Estimator): In this subsection, we explain the details of Module B for 2D-MM channel priors at time slot $t$, $1 \leq t \leq T$. A basic assumption is to model $x_t^{pri}$, the extrinsic mean from the LMMSE estimator as given in (41), as an AWGN observation [19], i.e.,

$$
x_{B,t}^{pri} = x_t + z_t,
$$

(43)

where $z_t \sim \mathcal{CN}(0, v_{B,t}^{pri} I)$ is independent of $x_t$, and $v_{B,t}^{pri}$ is the extrinsic variance from the LMMSE estimator as given in (42). Similar assumptions have been widely used in message-passing-based iterative signal recovery algorithms [13], [19], [20], [28]. A formal proof of Assumption (43) has been provided in [30] for the AMP with an i.i.d. Gaussian measurement matrix. Extensive simulations have also been conducted in [13], [19] and [20] to verify the validity of Assumption (43) for the OAMP. The main advantage of replacing the original observation model in (16) with the approximate AWGN observation model in (43) is that the per iteration complexity of the message passing algorithm can be reduced from $O(PM)$ to only $O(M)$.

Denote the collection of measurement vectors in AWGN observation model as $x_{B}^{pri(T)} = (x_{B,t}^{pri(T)})_{t=1}^{T}$. Under Assumption (43), the factor graph of joint distribution $p(x_{B}^{pri(T)}, s^{(T)}, \theta^{(T)})$, denoted by $\mathcal{G}$, is shown in Fig. 8, where the function expression of each factor node is listed in Table I. At time slot $t$, the factor graph denoted by $\mathcal{G}_t$ can be decomposed into three parts: the channel coefficient subgraph $\mathcal{G}_{c,t}$ (which represents the AWGN measurement model (43)); the hidden support subgraph $\mathcal{G}_{s,t}$ (which represents the 2D-MM $s_t$); and the hidden value subgraph $\mathcal{G}_{b,t}$ (which represents the Gaussian-Markov $\theta_t$). Module B aims at...
TABLE I
Factors, Distributions and Functional Forms in Our Signal Model

<table>
<thead>
<tr>
<th>Factor</th>
<th>Distribution</th>
<th>Functional form</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{t,m}(x_{t,m}, x_{B,t,m}^{pri})$</td>
<td>$p(x_{B,t,m}^{pri}</td>
<td>x_{t,m})$</td>
</tr>
<tr>
<td>$f_{t,m}(x_{t,m}, s_{t,m}, \theta_{t,m})$</td>
<td>$p(x_{t,m}</td>
<td>s_{t,m}, \theta_{t,m})$</td>
</tr>
<tr>
<td>$h_{1,m}(s_{1,m})$</td>
<td>$p(s_{1,m})$</td>
<td>$CN(\theta_{t,m}; s_{1,m}, \psi_{1,m})$</td>
</tr>
<tr>
<td>$h_{1,m}(s_{1,m}, s_{1,m-1})$</td>
<td>$p(s_{1,m}</td>
<td>s_{1,m-1})$</td>
</tr>
<tr>
<td>$h_{t,1}(s_{t,1}, s_{t-1,1})$</td>
<td>$p(s_{t,1}</td>
<td>s_{t-1,1})$</td>
</tr>
</tbody>
</table>

Fig. 8. Factor graph of the D-TOAMP.

Fig. 9. Message passing of Step 3–6 in Algorithm 1.

calculating the posterior distributions $\{p(x_{t,m}|x_{B,t,m}^{pri}(t))\}$ using the sum-product message passing rule.

The message passing order at time slot $t$ is elaborated in Fig. 9. This figure also introduces the notations that we adopt to parameterize the different messages. For hidden support variables $s_{t,m}$ with a binary distribution, the associated message is represented by its nonzero probability, e.g., $\pi_{t,m}^{in} = \nu_{f_{t,m} \rightarrow s_{t,m}}(s_{t,m} = 1)$. For hidden value variable $\theta_{t,m}$ with a complex Gaussian distribution, the associated message is parameterized using its mean and variance, i.e., $\nu_{\theta_{t,m} \rightarrow f_{t,m}}(\theta_{t,m}) = CN(\theta_{t,m}; \mu_{t,m}^{out}, \psi_{t,m}^{out})$. Note that at the first time slot, the variable nodes $s_{1,m-1}, \theta_{1,m}$ and associated edges will be removed. At time slot $T$, the factor nodes $h_{t+1,m}, d_{t+1,m}$ and associated edges will be removed. The details are elaborated as follows.

**Step 3 in Algorithm 1:** Based on the prior information passed from the last time slot $d_{t,m-1} = CN(\theta_{t,m}; \mu_{t,m}^{ac}, \psi_{t,m}^{ac})$, the message passed from variable node $\theta_{t,m}$ to factor node $f_{t,m}$ can be calculated as

$$
\nu_{\theta_{t,m} \rightarrow f_{t,m}}(\theta_{t,m}) = CN(\theta_{t,m}; \mu_{t,m}^{out}, \psi_{t,m}^{out}),
$$

where

$$
(\mu_{t,m}^{out}, \psi_{t,m}^{out}) = (\mu_{t,m}^{ac}, \psi_{t,m}^{ac}).
$$

Note that since the proposed algorithm is a recursive algorithm, there is no message passed from $d_{t+1,m}$ due to causality. If $t = 1$, we set $(\mu_{1,m}^{ac}, \psi_{1,m}^{ac}) = (\zeta, \sigma^2)$.

**Step 4 in Algorithm 1:** According to the sum-product rule, the message from variable node $x_{t,m}$ to factor node $f_{t,m}$ is

$$
\nu_{x_{t,m} \rightarrow f_{t,m}}(x_{t,m}) = CN(x_{t,m}; x_{B,t,m}^{pri}, \psi_{B,t,m}^{pri}),
$$

The message from factor node $f_{t,m}$ to variable node $s_{t,m}$ is

$$
\nu_{f_{t,m} \rightarrow s_{t,m}}(s_{t,m}) = \int_{x} \int_{\theta} \nu_{x_{t,m} \rightarrow f_{t,m}}(x) \nu_{\theta_{t,m} \rightarrow f_{t,m}}(\theta) \delta(x - \theta s_{t,m}) d\theta dx
$$

$$
= \pi_{t,m}^{in} \delta(s_{t,m} - 1) + (1 - \pi_{t,m}^{in}) \delta(s_{t,m}),
$$

where

$$
\pi_{t,m}^{in} = \left(1 + \frac{CN(0; x_{B,t,m}^{pri}, \psi_{B,t,m}^{pri})}{CN(0; \mu_{t,m}^{out}, \psi_{B,t,m}^{out} + \psi_{t,m}^{out})}\right)^{-1}.
$$

**Step 5 in Algorithm 1:** A forward-backward message passing is performed over the 2D-MM of $s_t$ given input messages $\{\nu_{f_{t,m} \rightarrow s_{t,m}}(s_{t,m})\}$, $\{\nu_{s_{t-1,m} \rightarrow \theta_{t,m}}(s_{t-1,m})\}$. Details are summarized in Algorithm 2. Note that there is no message passed from $h_{t+1,m}$ due to causality.

**Step 6 in Algorithm 1:** After this, the message from variable node $s_{t,m}$ to factor node $f_{t,m}$ can be calculated as

$$
\nu_{s_{t,m} \rightarrow f_{t,m}}(s_{t,m}) = \pi_{t,m}^{out} \delta(s_{t,m} - 1) + (1 - \pi_{t,m}^{out}) \delta(s_{t,m}),
$$
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**DISTRIBUTIONS AND FUNCTIONAL FORMS IN OUR SIGNAL MODEL**

<table>
<thead>
<tr>
<th>Factor</th>
<th>Distribution</th>
<th>Functional form</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g_{t,m}(x_{t,m}, x_{B,t,m}^{pri})$</td>
<td>$p(x_{B,t,m}^{pri}</td>
<td>x_{t,m})$</td>
</tr>
<tr>
<td>$f_{t,m}(x_{t,m}, s_{t,m}, \theta_{t,m})$</td>
<td>$p(x_{t,m}</td>
<td>s_{t,m}, \theta_{t,m})$</td>
</tr>
<tr>
<td>$h_{1,m}(s_{1,m})$</td>
<td>$p(s_{1,m})$</td>
<td>$CN(\theta_{t,m}; s_{1,m}, \psi_{1,m})$</td>
</tr>
<tr>
<td>$h_{1,m}(s_{1,m}, s_{1,m-1})$</td>
<td>$p(s_{1,m}</td>
<td>s_{1,m-1})$</td>
</tr>
<tr>
<td>$h_{t,1}(s_{t,1}, s_{t-1,1})$</td>
<td>$p(s_{t,1}</td>
<td>s_{t-1,1})$</td>
</tr>
</tbody>
</table>
Algorithm 2: Channel Support Estimation Procedure.

1. Input: $\pi_{t+1,m}^f, \pi_{t+1,m}^p, \gamma_{t,m}$
2. Output: $\pi_{out,t,m}, \gamma_{t,m}$
3. If $t = 1$
4. Initialize: $\gamma_{1,m} = \lambda, \gamma_{1,m} = \frac{1}{2}$
5. For $m = 2, \ldots, M$
6. $\gamma_{t,m} = \frac{\rho_{0}(1-\gamma_{t,m-1}^{f}) - \rho_{1}^{p} \gamma_{t,m-1}^{p}}{(1-\pi_{t,m-1}^{f}) + \gamma_{t,m-1}^{f}}$
7. For $m = 1, \ldots, M - 1$
8. $\gamma_{t,m} = \frac{\rho_{0}(1-\gamma_{t,m-1}^{f}) - \rho_{1}^{p} \gamma_{t,m-1}^{p}}{(1-\pi_{t,m-1}^{f}) + \gamma_{t,m-1}^{f}}$
9. Else if $t > 1$
10. Initialize: $\gamma_{1,m} = \rho_{0}^{T}(1 - \pi_{t,1}^{ac}) + (1 - \rho_{0}^{T}) \pi_{t,1}^{ac}$
11. For $m = 2, \ldots, M$
12. $\gamma_{t,m} = \frac{1 + ((\pi_{t,m-1}^{ac})^{+} - 1) - 1}{(\pi_{t,m-1}^{ac})^{+} - 1} + \frac{\rho_{0}(1-\gamma_{t,m-1}^{f}) - \rho_{1}^{p} \gamma_{t,m-1}^{p}}{(1-\pi_{t,m-1}^{f}) + \gamma_{t,m-1}^{f}}$
13. For $m = 1, \ldots, M - 1$
14. $\gamma_{t,m} = \frac{1}{2}$
15. end
16. Then $\pi_{out,t,m} = \frac{\gamma_{1,m} \gamma_{t,m}}{\gamma_{t,m} + (1 - \gamma_{t,m})(1 - \gamma_{t,m})}$.

where $\pi_{out,t,m}$ is given by the output of Algorithm 2. The message from factor node $f_{t,m}$ back to variable node $x_{t,m}$ is

$\nu_{f_{t,m} \rightarrow x_{t,m}}(x_{t,m}) = \pi_{out,t,m}^{CN}(x_{t,m} | \mu_{t,m}^{out}, \psi_{t,m}^{out}) + (1 - \pi_{out,t,m}) \delta(x_{t,m})$. (50)

After calculating the updated messages $\nu_{f_{t,m} \rightarrow x_{t,m}}$, the posterior distributions are given by

$p(x_{t,m} | x_{B,t}^{pr}(t)) \propto \nu_{f_{t,m} \rightarrow x_{t,m}}(x_{t,m}) \nu_{g_{t,m} \rightarrow x_{t,m}}(x_{t,m})$, (51)

where $\nu_{g_{t,m} \rightarrow x_{t,m}}(x_{t,m}) = C(N(x_{t,m} | \mu_{t,m}^{1,B}, \psi_{t,m}^{1,B})$. Then the posterior mean and variance can be respectively calculated as

$x_{post,t,m} = E(x_{t,m} | x_{B,t}^{pr}(t)) = \int_{x_{t,m}} x_{t,m} p(x_{t,m} | x_{B,t}^{pr}(t))$ (52)

and

$\nu_{B,t}^{post} = \frac{1}{M} \sum_{m=1}^{M} \text{Var}(x_{t,m} | x_{B,t}^{pr}(t))$

$= \frac{1}{M} \sum_{m=1}^{M} \int_{x_{t,m}} (x_{t,m} - E(x_{t,m} | x_{B,t}^{pr}(t)))^2 p(x_{t,m} | x_{B,t}^{pr}(t))$. (53)

Based on the derivation in [19], the corresponding extrinsic update can be calculated as

$\nu_{A,t}^{pr} = \nu_{A,t}^{pr} \left( \frac{x_{out,t}^{post}}{x_{B,t}^{out}} - \frac{x_{out,t}^{pr}}{x_{B,t}^{pr}} \right)$, (54)

$\nu_{A,t}^{pr} = \nu_{B,t}^{pr} \left( \frac{1}{\nu_{B,t}^{post}} - \frac{1}{\nu_{B,t}^{pr}} \right)^{-1}$. (55)

C. Message Passing Across Time Slots

After the convergence of the message passing over $G_{t}$, we forward the latest messages about $s_{t}$ and $\theta_{t}$ to the next time slot to provide prior information about $s_{t+1}$ and $\theta_{t+1}$. The message passing procedure is shown in Fig. 10. We firstly compute channel support prior information passed to the next time slot $\nu_{s_{t+1}, \rightarrow h_{t+1,m}}(s_{t,m})$ as follows:

$\nu_{s_{t+1} \rightarrow h_{t+1,m}}(s_{t,m})$ = $\nu_{h_{t,m} \rightarrow s_{t+m}}(s_{t,m}) \nu_{h_{t+1,m-1} \rightarrow s_{t+m-1}}(s_{t,m}) \nu_{f_{t,m} \rightarrow h_{t,m}}(s_{t,m})$

= $\pi_{t+1,m}^{ac} \delta(s_{t,m} - 1) + (1 - \pi_{t+1,m}^{ac}) \delta(s_{t,m})$. (56)

where $\pi_{t+1,m}^{ac}$ is given by

$\pi_{t+1,m}^{ac} = \frac{\gamma_{t+1,m} \gamma_{t,m}}{\gamma_{t,m} + (1 - \gamma_{t,m})(1 - \gamma_{t,m})}$.

In order to calculate the hidden value posterior information passed to the next time slot, we firstly calculate the message from factor node $f_{t,m}$ to variable node $\theta_{t,m}$ based on the latest information as follows:

$\nu_{f_{t,m} \rightarrow \theta_{t,m}}(\theta_{t,m})$ = $\int_{x} \sum_{s} \nu_{s_{t,m} \rightarrow f_{t,m}}(s) \nu_{x_{t,m} \rightarrow f_{t,m}}(x) \delta(x - \theta_{t,m} s) dx$

= $\pi_{t,m}^{CN}(\theta_{t,m} | \mu_{t,m}^{pr,B}, \psi_{t,m}^{pr,B})$

+ $(1 - \pi_{out,t,m}^{CN}) \left( 0, x_{B,t,m}^{pr,B}, v_{B,t,m}^{pr,B} \right)$. (57)

This is an inappropriate message, because $CN(0, x_{B,t,m}^{pr,B}, v_{B,t,m}^{pr,B})$ which is irrelevant to $\theta_{t,m}$ prevents us from normalizing it. Intuitively, $\nu_{f_{t,m} \rightarrow \theta_{t,m}}(\theta_{t,m})$ conveys the information about hidden values $\theta_{t,m}$ based on the channel support $s_{t,m}$ and actual channel coefficient $x_{t,m}$. If $s_{t,m} = 0$, then by (8), $x_{t,m} = 0$. We cannot obtain any useful information about $\theta_{t,m}$, which makes
\( \theta_{t,m} \) unobservable. The constant term in (57) reveals the uncertainty caused by this unobservability through an infinitely broad and uninformative distribution of \( \theta_{t,m} \). A similar problem also occurs in [18], we adopt the similar approach to solve it by introducing a threshold. The resulting proper message is given by

\[
\nu_{t,m} \rightarrow \theta_{t,m} \left( \theta_{t,m} \right) = \mathcal{CN} \left( \theta_{t,m} \mid \mu_{t,m}^\text{in}, \psi_{t,m}^\text{in} \right) \quad (58)
\]

where

\[
\left( \mu_{t,m}^\text{in}, \psi_{t,m}^\text{in} \right) = \begin{cases} 
\left( \frac{1}{d_{B,t,m}} \nu_{B,t,m}^\text{pri}, \frac{1}{d_{B,t,m}} \psi_{B,t,m}^\text{pri} \right), & \pi_{t,m}^\text{out} \leq \text{Thr}, \\
\left( \frac{1}{d_{B,t,m}} \nu_{B,t,m}^\text{prior}, \frac{1}{d_{B,t,m}} \psi_{B,t,m}^\text{prior} \right), & \pi_{t,m}^\text{out} > \text{Thr},
\end{cases} \quad (59)
\]

the threshold \( \text{Thr} \) is slightly less than 1 and \( \epsilon \) is close to 0. Then the prior information about the hidden value vector passed to the next time slot can be calculated as follows:

\[
\nu_{t+1,m} \rightarrow \theta_{t+1,m} \left( \theta_{t+1,m} \right) = \mathcal{CN} \left( \theta_{t+1,m} \mid \mu_{t+1,m}^\text{ac}, \psi_{t+1,m}^\text{ac} \right),
\]

(60)

where

\[
\mu_{t+1,m}^\text{ac} = (1 - \alpha) \left( \frac{\psi_{t,m}^\text{in}}{\psi_{t,m}^\text{in}} \right) \left( \frac{\mu_{t,m}^\text{ac}}{\psi_{t,m}^\text{ac}} + \frac{\mu_{t,m}^\text{in}}{\psi_{t,m}^\text{in}} \right) + \alpha \zeta,
\]

\[
\psi_{t+1,m}^\text{ac} = (1 - \alpha)^2 \left( \frac{\psi_{t,m}^\text{in}}{\psi_{t,m}^\text{in}} \right) + \alpha^2 \kappa.
\]

Finally, the overall D-TOAMP algorithm is summarized in Algorithm 1. Note that the proposed D-TOAMP can also be applied to a general array geometry at the BS, by replacing the array response matrix \( \mathbf{A} (\beta) \) with \( \mathbf{A} (\beta, \varphi) \), and adding an additional gradient update for \( \varphi \). The details are omitted for conciseness.

### D. Complexity Analysis

The computational complexity of the proposed algorithm is analyzed as follows.

- **Complexity of Module A (LLMSE estimator):** The computational complexity of LMMSE is dominated by the matrix multiplication, whose complexity is \( O(PM) \).

- **Complexity of Module B (2D-MM-MMSE estimator):** This module is used to handle the 2D-MM prior (capture the 2D dynamic sparsity of a MIMO channel). Since this module is just a simple sum-product algorithm over a tree graph, and each message could be parameterized by one or two variables, the complexity is very low, which is \( O(M) \).

- **Complexity of parameter update:** The complexity of updating the off-grid parameter \( \beta \) is \( O(PM^2) \) per iteration if the fixed stepsize is used.

This suggests the total computational requirement of the proposed method with off-grid model is \( O(PM^2) \) per iteration. Empirical evidence shows that the proposed method usually converges within 30 iterations. Fig. 11 shows the simulation time of various schemes versus the number of antennas for not exactly sparse signals (the AoDs do not exactly lie on the grid points). The details of each baseline scheme are introduced in Section VI. It shows that the complexity of the proposed D-TOAMP without grid refinement is comparable to the message-passing-based algorithms with i.i.d. or structured priors, such as OAMP [19], DCS-AMP [18] and Structured Turbo-CS [13], and is lower than that of some popular CS algorithms, such as Modified SP [5], SBL [22] which require matrix multiplication and matrix inversion with high computational complexity, and Burst-LASSO [12] which needs to solve a large dimensional optimization problem. With off-grid basis, the off-grid parameter updating will introduce more complexity in order to eliminate the grid mismatch. However, the off-grid based D-TOAMP could achieve much better performance compared to the D-TOAMP without considering the grid mismatch, as shown in Section VI.

### VI. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed algorithm under two widely used channel models which are not exactly sparse. The spatial channel model (SCM) [31] is developed in 3GPP/3GPP2 for low frequency bands (less than 6 GHz) and has been widely used to evaluate the performance of LTE systems. We consider urban microcell environment, and each channel realization consists of \( N_c = 3 \) random scattering clusters ranging from \( -40^\circ \) to \( 40^\circ \), and each cluster contains \( N_b = 10 \) sub-paths concentrated in a \( 15^\circ \) angular spread. The detailed realization could be found in [31]. Another realistic channel model is mm-SSCM proposed in [24] for high frequency bands (28–73 GHz). The mm-SSCM was developed based on 28- and 73-GHz ultrawideband propagation measurements in New York City, and has been shown to faithfully reproduce realistic impulse responses of measured urban channels. We consider 28 GHz outdoor environment. The number of AoD spatial lobes, the central AoD angle of each AoD spatial lobe and the angular spread are generated according to the distribution in [24]. We consider the following baseline algorithms:

- **D-OMP [3]:** This algorithm proposes the differential orthogonal matching pursuit (D-OMP) algorithm to track a dynamic sparse channel by exploiting its temporal correlation.
Modified-SP [5]: This algorithm exploits the prior support and quality information provided by the previous estimated channel to enhance the current CE performance. We denote $\hat{\Omega}_{t-1}$ and $\hat{\Omega}_{t-2}$ as the estimated channel supports at the $(t-1)$-th and $(t-2)$-th time slots. Then at $t$-th time slot, $\mathcal{T}_0$, $\mathcal{S}$ and $\mathcal{C}$ in [5] are set to be $\hat{\Omega}_{t-1}$, $\hat{\Omega}_{t-1}$ and $\hat{\Omega}_{t-1} \cap \hat{\Omega}_{t-2}$, respectively.

OAMP [19]: The OAMP assumes i.i.d. sparse channel prior.

Burst-LASSO [12]: The Burst-LASSO exploits the bursty structure of the channel in the spatial domain.

Structured Turbo-CS [13]: The structured Turbo-CS exploits the clustered structure of channel in spatial domain.

DCS-AMP [18]: The DCS-AMP exploits the temporal correlation of sparse signal sequences.

SBL-Off-Grid [22]: The SBL-Off-Grid obtained the true AoD values of the massive MIMO channels by the sparse Bayesian learning (SBL) based algorithm.

To apply the proposed algorithm in a realistic channel, we update the statistic parameters $\rho \doteq \{\rho_{ba}^0, \rho_{ca}^0, \rho_{ba}, \alpha, \zeta, \kappa, \sigma^2\}$ where $a, b, c \in \{0,1\}$ using the EM framework [18]. Specifically, the statistic parameters $\rho$ are initialized using available prior knowledge. In each iteration of each time slot, they are updated based on the latest estimated marginal posterior distributions of $s_t$, $\theta_t$ and $x_t$. The detailed EM update equations for $\rho$ are omitted in this paper for conciseness, interested readers can refer to [18] for detailed derivations. Similarly, to apply the message-passing-based baselines in practical channel tracking, the channel statistical parameters $\{\lambda, \zeta, \sigma^2\}$ for OAMP, $\{\rho_{ba}^0, \rho_{ca}^0, \zeta, \kappa, \sigma^2\}$ for Structured Turbo-CS, $\{\rho_{ba}^0, \rho_{ca}^0, \zeta, \kappa, \sigma^2\}$ for DCS-AMP are also updated by the EM framework. Both low-frequency and high-frequency MIMO systems will be considered. In the low-frequency massive MIMO system, the BS has $M = 128$ antennas and the SCM will be used to generate channels. In the high-frequency massive MIMO systems, the BS has $M = 256$ antennas and the mm-SSCM will be used to generate channels. We focus on the simulations for the ULA. For the baselines, we use the fixed DFT basis except for the SBL-Off-Grid baseline, which uses the off-grid basis, and the off-grid parameters are updated using the SBL. For the proposed D-TOAMP algorithm, we verify its performance for both with and without grid refinement. In the following simulation results, D-TOAMP (DFT) means the proposed D-TOAMP algorithm with fixed DFT basis, i.e., $\beta_i$ in (4) is set to be $0$; D-TOAMP (Off-Grid) means the proposed D-TOAMP algorithm with off-grid basis, i.e., $\beta_i$ in (4) is updated based on (25). We set $\text{Thr} = 1 - 10^{-2}$, $\epsilon = 10^{-7}$. The primary performance metric that we used in all of our experiments, which we refer to as the time-averaged normalized MSE (TNMSE), is defined as

$$\text{TNMSE} \doteq \frac{1}{T} \sum_{t=1}^{T} \frac{\|\hat{x}_t - x_t\|^2}{\|x_t\|^2},$$

where $\hat{x}_t$ is the estimate of $x_t$ at $t$-th time slot.

A. Impact of SNR

In Fig. 12 and Fig. 13, we compare the TNMSE performance of different algorithms versus SNR under the SCM and the mm-SSCM, respectively. For each channel model, we also consider the effect of the user velocity on the channel tracking performance. It can be seen that under each user velocity value, the proposed D-TOAMP achieves sufficient performance gain over all the baseline algorithms, under both less sparse SCM and more sparse mm-SSCM. Moreover, the off-grid based D-TOAMP could further improve the channel tracking performance by mitigating the off-grid leakage. This demonstrates that the proposed algorithm can effectively track the realistic dynamic channels in a massive MIMO system by exploiting the 2D dynamic sparsity of channels.

B. Impact of Pilot Number

In Fig. 14 and Fig. 15, we compare the TNMSE performance of different algorithms versus the number of pilot sequences $P$ under the SCM and the mm-SSCM, respectively. For each channel model, we also consider the effect of the user velocity on the channel tracking performance. It can be observed that the TNMSE performance decreases as the number of pilots increases for all schemes. The proposed D-TOAMP algorithm can achieve large performance gain over various baselines for different user velocity values and different channel models. Moreover, the off-grid based D-TOAMP could further improve the channel
capture the structured sparsity in the spatial/delay/frequency domain and the temporal domain. The proposed D-TOAMP framework can be extended to handle more practical frequency-selective fading channel tracking problem, by modifying the MMSE estimator (Module B) according to the new probability model. For multi-user massive MIMO channel tracking problem, another possibility is to further exploit the common support structure of the multi-user channels in spatial domain to enhance the channel tracking performance in multi-user massive MIMO system.

APPENDIX

A. Gradient Update for Off-Grid Parameters

After the D-TOAMP-E step, the posterior estimation of $\mathbf{x}_t$ at the $i$-th iteration is given by $\hat{p}(\mathbf{x}_t|y^{(i)}, \beta_i) = \mathcal{CN}(\mathbf{x}^{post}_{B,t}, \mathbf{v}^{post}_{B,t})$, with $\mathbf{x}^{post}_{B,t}$ and $\mathbf{v}^{post}_{B,t}$ given by (52) and (53), respectively. Then the surrogate function $\hat{u}(\beta_i; \beta_i')$ in (26) can be calculated as

$$\hat{u}(\beta_i; \beta_i') = \frac{1}{\sigma_e^2} \left[ \frac{1}{2} \mathbf{v}^{2}_{B,t} - \mathbf{y}_t^H \mathbf{v}^{post}_{B,t} \right] + \mathbf{v}^{post}_{B,t} \mathbf{y}_t^H \mathbf{F}_t(\beta_i) \mathbf{F}_t(\beta_i)^H.$$  

The derivative of $\hat{u}(\beta_i; \beta_i')$ w.r.t. $\beta_i$ can be calculated as $\xi^{(i)}_{\beta_i} = \left[ \xi^{(i)}_{\beta_{t,1}}, \ldots, \xi^{(i)}_{\beta_{t,M}} \right]^T$, with

$$\xi^{(i)}_{\beta_{t,m}} = 2 \text{Re} \left( \mathbf{a}^H \left( \hat{\beta}_m + \beta_{t,m} \right) \mathbf{U}_i \mathbf{U}_i^H \mathbf{a} \left( \hat{\beta}_m + \beta_{t,m} \right) \right) c^{(i)}_{1},$$

$$+ 2 \text{Re} \left( \mathbf{a}^H \left( \hat{\beta}_m + \beta_{t,m} \right) \mathbf{U}_i c^{(i)}_{2} \right),$$  

(62)

where $c^{(i)}_{1} = - \frac{1}{\sigma_e^2} \left( \mathbf{v}^{post}_{B,t,m} \right)^2 + \mathbf{v}^{post}_{B,t}$, $c^{(i)}_{2} = \frac{1}{\sigma_e^2} \mathbf{v}^{post}_{B,t,m} \mathbf{y}_{t,-m}$, $\mathbf{y}_{t,-m} = \mathbf{y}_t - \mathbf{U}_i^H \sum_{j \neq m} \mathbf{a} \left( \hat{\beta}_j + \beta_{t,j} \right) \mathbf{v}^{post}_{B,t,j} \mathbf{a}^H \left( \hat{\beta}_m + \beta_{t,m} \right)$ is updated as $\beta^{i+1}_{t,m} = \beta_{t,m} + \Delta^i \cdot \xi^{(i)}_{\beta_{t,m}}$.
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VII. CONCLUSION

We consider the downlink channel tracking problem for a massive MIMO system. Firstly, we propose a statistical channel model called the 2D-MM to model the 2D dynamic sparsity of massive MIMO channels. Then we propose a D-TOAMP algorithm that can be used to recursively track sparse massive MIMO channels with 2D-MM prior. At each time slot, the message passing will be performed based on the prior information passed from the previous time slot and current measurements. Then we verify the superior performance of the proposed channel tracking algorithm under two realistic channel models: SCM and mm-SSCM. Extensive simulations show that the proposed off-grid based D-TOAMP algorithm derived from the 2D-MM channel prior can effectively exploit the 2D dynamic sparsity of practical massive MIMO channels to achieve significant gain over various baseline algorithms.

For clarity, we focus on frequency-flat fading channels in this paper. In frequency-selective fading channels, there is also structured sparsity in the delay/frequency domain [32]. An interesting future work is to propose a proper probability model to jointly track the structured sparsity in the spatial/delay/frequency domain and the temporal domain. The proposed D-TOAMP framework can be extended to handle more practical frequency-selective fading channel tracking problem, by modifying the MMSE estimator (Module B) according to the new probability model. For multi-user massive MIMO channel tracking problem, another possibility is to further exploit the common support structure of the multi-user channels in spatial domain to enhance the channel tracking performance in multi-user massive MIMO system.

Fig. 14. TNMSE versus pilot number under the SCM. Set $M = 128$, SNR = 15 dB, and $T = 50$. (a) user velocity is 0.1 m/s; (b) user velocity is 1 m/s.

Fig. 15. TNMSE versus pilot number under the mmWave. Set $M = 256$, SNR = 15 dB, and $T = 50$. (a) user velocity is 0.1 m/s; (b) user velocity is 1 m/s.


