Deep belief network based electricity load forecasting: An analysis of Macedonian case
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Abstract

A number of recent studies use deep belief networks (DBN) with a great success in various applications such as image classification and speech recognition. In this paper, a DBN made up from multiple layers of restricted Boltzmann machines is used for electricity load forecasting. The layer-by-layer unsupervised training procedure is followed by fine-tuning of the parameters by using a supervised back-propagation training method. Our DBN model was applied to short-term electricity load forecasting based on the Macedonian hourly electricity consumption data in the period 2008–2014. The obtained results are not only compared with the latest actual data, but furthermore, they are compared with the predicted data obtained from a typical feed-forward multi-layer perceptron neural network and with the forecasted data provided by the Macedonian system operator (MEPSO). The comparisons show that the applied model is not only suitable for hourly electricity load forecasting of the Macedonian electric power system, it actually provides superior results than the ones obtained using traditional methods. The mean absolute percentage error (MAPE) is reduced by up to 8.6% when using DBN, compared to the MEPSO data for the 24-h ahead forecasting, and the MAPE for daily peak forecasting is reduced by up to 21%.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The electric power system plays a key role in the economy sector of one country, making its reliability and continuous improvement a high priority on a long term but also on a day-to-day basis. Thus, load forecasting is of crucial importance for proper operation, maintenance and planning of the electric power system. With respect to the time period, there are four categories of load forecasting [1]. The first one is long-term, wherein 1–50 years electricity consumption is forecasted. If the forecast ranges from one month to one year, then it is considered as mid-term forecasting. Short-term forecasting refers to hour, day or week ahead predictions. Finally, usually considered as a separate category, we have the very short-term forecasting which includes few minutes to an hour ahead prediction of the electricity consumption.

Both, long and mid-term forecasts are of great importance for strategic planning of the development of the electric power systems. This includes scheduling of construction of new generation or transmission capacities, maintenance scheduling, as well as long-term demand-side measurement and management planning [1]. These long and mid-term forecasts of the electricity consumption are usually used as an input to more complex models for electric power system planning, such as MARKAL [2–4], EnergyPlan [5,6] and LEAP [7]. When modelling the forecasting of the electricity consumption, the main difference between long-term and short-term predictions is in the input variables that define or influence the consumption. Long-term forecasting may use only historical data for the consumption as an input variable, provided on a larger scale, such as yearly consumption data [8–10]. Gross domestic production (GDP), GDP per capita and population may be used as additional inputs for this forecasting as it is given in Ref. [11]. In Ref. [12] the input variables for energy import and energy export are being used as well. A slightly different approach for selecting
the input variables is used in Ref. [13] where the set of parameters includes the gross electricity generation, installed capacity, total subscribership and population. On the other hand, the short-term electricity consumption forecasting is of fundamental importance for unit commitment or optimal generation capacity scheduling, as well as fuel purchase plans, all in order to minimize the financial risk, improve the reliability of the system as well as plan short-term maintenance. Moreover, today with the introduction of smart grids and the rapidly increasing share of renewable energy sources [14] in the electric power systems, the need for electricity consumption forecasting at hourly level becomes even more important, especially from the aspect of demand side management, dynamic integration of renewable energy sources and planning for storage needs.

The results of the hourly electricity consumption forecasting may be further used as an input for electricity price forecasting. Especially now, when the electric power industry is becoming liberalized, these predictions may play an important role in decision making for both the power system operators and the market participants[15]. Hence, in Ref. [16] the day-ahead electricity prices are forecasted using data at hourly level and in Ref. [17] the hourly demand is one of the input variables that are used for day-ahead electricity spot price forecasting.

Electricity consumption forecasting may be applied to data at a country level, such as in Refs. [18,19], or it may be applied to smaller scale such as local areas in a country [20], a region [21,22], a city [23], a campus [24,25], in microgrid environments [26] or a household [27,28], which is one of the fundamental topics in smart grids.

When forecasting time series variables, there are two methods for selection of the input variables: the first one is to use only the previous values of the variable in order to do forecasting, which is referred as time series forecasting, and the second is to also include some other variables that are correlated with the variable that is being forecasted. When forecasting short-term electricity consumption, beside the historical electricity consumption data [22], the meteorological and time label data may also be used. Electricity consumption forecasting by using the time series forecasting approach is implemented in Refs. [29] and [30]. However, in Ref. [31] it is concluded that the temperature input variable greatly influences the electricity consumption in a city in Serbia. So, in Ref. [32] temperature and historical data are used for electricity forecasting. In Ref. [25] alongside the temperature and historic load inputs, exact date with hour and type (workday, weekend or holiday) of day are also used. Similar input variables on a coarser scale are used in Ref. [26] such as: month, day of the week and historical load. In Ref. [19] input variables for wind speed and solar irradiance are also considered.

Electricity load forecasting has proven to be a complex problem, which is non-linear and usually cannot be solved with a simple analytical formulation. Thus, there are many models used to solve this problem. As indicated in [33], the models that are used for load forecasting may be categorized into two groups: statistical and artificial intelligence based models. The statistical based models group includes approaches based on multiple regression, auto regressive (AR), moving average (MA), auto regressive moving average (ARMA) [34,35]. On the other hand, the artificial intelligence based models are based on expert systems [36], grey systems [8–10], artificial neural networks (ANN), support vector machines [29] and fuzzy logic [25,32]. Currently, the most widely used methods are those based on artificial neural networks [37,38] applied in this area since the 1980s. Neural networks have proven to be suitable for power consumption forecasting since they can be non-linear and can approximate any complex function, provided that a sufficient number of hidden layers and a sufficient number of nodes in the hidden layers are being used, and they have proven to present superior results compared to the other previously mentioned methods [33]. However, there are certain problems such as initialization of the parameters, slow convergence, getting stuck in a bad local minimum and the scalability of the neural networks that are still present and the researchers actively work to overcome these problems.

As a solution to these general problems in Ref. [39] a deep belief network (DBN) is proposed. In this approach, a layer-by-layer unsupervised learning method is used to pre-train the initial values of the weights in the network, after which fine tuning is applied using a standard supervised method. The results from this DBN based approach show that the initial parameters of the network are closer to the optimal solution, compared to the random initialization. These results have paved the way for the successful application of the deep belief networks model in many diverse areas [40]. Today, the DBN model is used mostly for image classification [41,42] and as such it is also used in medicine for automatic detection of breast cancer [43] and selecting risk factors and prediction of osteoporosis [44]. Nonetheless, it is also used in mechanical engineering classification of defects in compressor valves [45] and in finance forecasting of the exchange rate [46]. Also, deep belief networks are used for load forecasting in the smart gas and water grids [47].

The general deep belief network model for time-series prediction presented in Ref. [48] may be used as a good starting point for electricity consumption forecasting. However, very few studies have approached the subject of using deep belief networks in electricity consumption forecasting. To this problem, in Ref. [29] it is approached as a time series forecasting problem, where only 1 h ahead is forecasted, using only the consumption of the previous 24 h. Another example is given in Ref. [49] where, although the model is based on deep belief networks, the lack of detailed input data combined with a very unbalanced training vs. testing period and scarce representation of the obtained results, are unable to adequately represent the high potential of using DBN for load forecasting.

The main goal of this paper is to explore the possibilities of using deep belief networks in the problem of 24 ahead electricity consumption forecasting. A modelling method that includes detailed and systematic approach is presented. This paper goes one step beyond the time series forecasting approach using deep belief networks, as special attention is paid to the selection of the input variables, which is one of the most important steps. To this end, there is a detailed analysis of the data from a case study based on which the modelling of the neural network, and thus of the deep belief network is made. A novel input variable is introduced—the cheap tariff indicator, which according to the statistical analyses of the data has great influence on the population behaviour and therefore to the electricity consumption patterns.

The model was applied to an available historical real data describing the electricity consumption in the Republic of Macedonia. More specifically, three data sets are used. The first data set includes the electricity consumption data of the consumers that are directly connected to the electric power transmission network, most of them big industrial companies. The second data set represents the consumers that are connected to the distribution network, where the highest share of the consumption is from the household sector. And the third data set includes the total electricity consumption in the country (a sum of the first two data sets). The data for the electricity consumption for the period from 2008 to 2014 at hourly level is used, as well as the hourly temperature data for the same time period. The testing phase and accordingly the obtained results are for the period of the last two years: 2013 and 2014.
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The results of this model are compared with the latest actual data, with a typical feed-forward multi-layer neural network and with the results obtained from a traditional neural network model used by the Macedonian system operator for providing 24-h ahead forecasted data. The comparisons show that the deep belief network model can be successfully applied for 24-h ahead load forecasting, providing results that surpass the traditional methods.

The outline of the paper is as follows. In Section 2, a description of the neural networks based models is given. Additionally, the concept of the deep belief networks is described, as well as the way this model is integrated into the traditional neural networks model. In Section 3 the case study that is analyzed in this paper is presented by providing a short overview of the Macedonian electric power system, followed by the analyses of the historical electricity consumption. The key results of short-term electricity forecasting in Macedonia obtained using deep belief networks accompanied by appropriate discussion are presented in Section 4. Section 5 concludes the paper.

2. Method

As it was discussed in the introduction, traditional neural networks are a common basic method used for electricity load forecasting. After defining the structure of the neural network, in this paper, deep belief network method is integrated into the traditional neural network model.

2.1. Neural networks

The main advantage of the artificial neural networks is that they include a process of learning, by which the relationship between the input and the output variables is determined [19]. They focus on the variables that are very significant for the output and ignore the information that has little impact on the output.

The neural network used in this paper has multi-layer feed-forward perceptron (MLP) structure, where the network is represented as a directed acyclic graph, whose structure has at least three layers – an input layer, one or more hidden layers and an output layer. The input layer gathers the model’s inputs vector \( x \), while the output layer gives the model's output vector \( y \). The neurons in the hidden layer are activated by the hyperbolic tangent sigmoid transfer function.

The non-linear mapping between the input \( x \) and the output \( y \) when there are three layers in the network is given by the following equation:

\[
y = \sum_{j=0}^{h} w_{j} f \left( \sum_{i=0}^{d} w_{ij} x_{i} \right)
\]

where \( d \) represents the number of input variables, \( h \) represents the number of hidden layer neurons and the variable \( y \) is a single linear output. The parameters \( w_{j} \) and \( w_{ij} \) represent the weights and biases that connect the layers.

During the training (learning) phase the weights and biases are adjusted in order to minimize the cost function, which in our case is the mean-squared error, given by:

\[
E_{D} = \frac{1}{2} \sum_{i=1}^{N} (y_{i} - t_{i})^{2} = \frac{1}{2} \sum_{i=1}^{N} e_{i}^{2}
\]

where \( y_{i} \) is the actual data and \( t_{i} \) is the forecasted data. For the optimization problem of updating the weights and biases, error back propagation algorithm is used.

For the generalization (testing) phase we use the most common metric in the electricity load forecasting: MAPE (mean absolute percent error) and MAE (mean absolute error), given by the following equations:

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{e_{i}}{t_{i}} \right| \times 100
\]

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{e_{i}}{t_{i}} \right|
\]

2.2. Deep belief networks

As mentioned in Section 2.1, a back propagation algorithm is used during the training phase of the neural networks. Back propagation is a supervised learning method which uses pairs of input and desired output data in order to modify the weights of the connections of the neurons on different layers. However, the initial values of the weights affect the learning process and usually a random initialization of the parameters is used. This may lead to slower convergence and also the training process may get trapped at bad local optima [48,49]. Additionally, as the weights are randomly initialized, the results of the forecast are different for each process of network training. Another drawback of the back propagation algorithm is that it is not scalable. In fact, as the network gets larger, the performance of the network is not improved (or it may even be worse), which is also accompanied by time issue problems. As a solution to these problems, in Ref. [39] a deep belief network (DBN) is proposed. The idea is to use, a layer-by-layer unsupervised learning method in order to pre-train the initial values of the weights in the network. A layer-by-layer unsupervised training procedure implies that each layer captures the features of the previous one, starting from capturing the features of the lowest layer i.e. the training set. After the unsupervised training, fine tuning is applied using the standard supervised method (back propagation). In this way the initial parameters of the network are closer to the optimal solution, compared to the random initialization.

A deep belief network is a probabilistic, generative model that can learn to probabilistically reconstruct its inputs and is composed of multiple simple learning modules. In this paper, each pair of layers of the neural network is pre-trained by using restricted Boltzmann machine (RBM). Restricted Boltzmann machines are a special type of generative energy based models that can learn a probability distribution over its set of inputs [50]. An RBM has a single layer of hidden units that are not connected to each other and have undirected, symmetrical connections to a layer of visible units. The restriction is that their neurons must form a bipartite graph. The main advantage of the RBMs is that the hidden units are conditionally independent given the visible states, as there are no connections between hidden units.

The standard type of RBM has binary valued hidden and visible units. A joint configuration \((\mathbf{v},\mathbf{h})\) of the visible and hidden units has the following energy:

\[
E(\mathbf{v}, \mathbf{h}) = - \sum_{i \in \text{visible}} a_{i} v_{i} - \sum_{j \in \text{hidden}} b_{j} h_{j} - \sum_{ij} v_{i} h_{j} w_{ij}
\]

where \( v_{i} h_{j} \) are the binary states of visible unit \( i \) and hidden unit \( j \), \( a_{i}, b_{j} \) are the biases and \( w_{ij} \) is the weight between them. A lower energy indicates that the network is in a more desirable state. This
energy function is used to calculate the probability that is assigned to every possible pair of a visible and a hidden vector:

$$p(v, h) = \frac{1}{Z} e^{-E(v|h)}$$

where $Z$ is a partition function, which is a sum of $e^{-E(v|h)}$ over all possible configurations, and is used for normalizing:

$$Z = \sum_{v,h} e^{-E(v|h)}$$

The probability that the network assigns to a visible vector, $v$, is given by:

$$p(v) = \frac{1}{Z} \sum_h e^{-E(v|h)}$$

The gradient or the derivative of the log probability of a training vector with respect to a weight has a simple form:

$$\frac{\partial \log(p(v))}{\partial w_{ij}} = \langle v_i h_j \rangle_{data} - \langle v_i h_j \rangle_{model}$$

where $\langle \ldots \rangle_p$ represents averages with respect to distribution $p$. This means that the learning rule for stochastic steepest ascent in the log probability of the training data is:

$$\Delta w_{ij} = \epsilon (\langle v_i h_j \rangle_{data} - \langle v_i h_j \rangle_{model})$$

where $\epsilon$ is a learning rate.

Since a RBM is represented by a bipartite graph, it is easy to get an unbiased sample of $\langle v_i h_j \rangle_{data}$. The hidden unit activations are mutually independent given the visible unit activations (and vice versa):

$$P(v|h) = \prod_{i=1}^{m} P(v_i|h)$$

And the individual activation probabilities, i.e. the state of a visible node, given a hidden vector, are represented by:

$$P(v_i = 1|h) = \sigma \left( a_i + \sum_j h_j w_{ij} \right)$$

where $\sigma(x) = 1/(1 + \exp(-x))$ is the logistic sigmoid function. Respectively, for randomly selected training input $v$, the binary state $h_j$ of each hidden unit $j$ is set to 1 with probability:

$$P(h_j = 1|v) = \sigma \left( b_j + \sum_i v_i w_{ij} \right)$$

For calculating the $\langle v_i h_j \rangle_{model}$ part of eq. (10), the following training process is used [50]. First, the visible units $v_i$ are set to be equal to the training sample. Afterwards, the hidden states $h_j$ are calculated according to equation eq. (13). One step “reconstruction” of the visible $v_i$ and hidden $h_j$ units is produced after repeating the process once more, using equations (12) and (13). Therefore, the weights are updated according to:

$$\Delta w_{ij} = \epsilon \left( \langle v_i h_j \rangle_{data} - \langle v_i h_j \rangle_{recon} \right)$$

As a typical RBM uses binary logistic units for visible nodes, in this paper for the input data that are not binary, a conversion to continuous-valued inputs is used as described in Ref. [51]. Actually, those input variables are scaled to the range of (0,1) and then they are treated as probability for binary random variable to take value 1.

The procedure of the layer-by-layer unsupervised learning method, which is used in this paper, is illustrated in Fig. 1 for electricity load forecasting when using three layers of the neural network. RBM1 is composed of the input and the hidden layer of the neural network, and RBM2 is composed of the hidden and the output layer of the neural network. The values of the units in the hidden layer obtained from RBM1 are used as values for the input layer in RBM2. Certainly, the model can respectively be expanded for larger networks with more hidden layers.

2.3. Selection of the input variables of the neural network

One of the most important steps in order to obtain good results when modelling neural networks and deep belief networks for forecasting purposes is the selection of the input variables. When solving regression problems, and specifically when forecasting time series variables, there are two approaches (as it is indicated in the Introduction). The first one is to use only the previous $x$ values of the variable in order to do forecasting (time series forecasting), and the other method is to use selected input variables, which may include selected points of the historical values and also other variables that are correlated to the one that is being forecasted.

3. Case study: the Macedonian electric power system

As a case study, the Macedonian electric power system is used in this paper focusing on the aim to provide a short-term load forecast of the electricity consumption in Macedonia. Therefore, a short overview of the electric power system and analyses of the historical electricity consumption data in Macedonia are presented in this section.

3.1. Overview

The electric power system of the Republic of Macedonia is composed of:

- Electricity generation capacities of around 2000 MW;
- Electricity transmission system, operated by the state owned company AD MEPSO – Skopje and
- Electricity distribution system, operated by EVN Macedonia AD.

The Macedonian transmission network operator – MEPSO provides hourly data for the electricity consumption, as well as the 24-h ahead forecasted electricity consumption, both accessible at its official site [52]. This data is divided into two groups. The first group is represented by the consumers that are directly connected to the electric power transmission network, which mainly involves the big industrial companies. The second group represents the consumers that are connected to the distribution network, where the highest share of the consumption is from the household sector. The data for the 24-h ahead forecasting of the first group of consumers, the big industrial companies, is as reported from the companies themselves. The forecasting of the second group is as calculated according to the distribution system operator EVN. Their model for forecasting of the electricity consumption is mainly based on traditional neural networks.

3.2. Electricity consumption analyses

The analyses of the electricity consumption play a key role when selecting the input data upon which the forecasting of the consumption depends on. Therefore, in this section an overview of the
electricity consumption in the Republic of Macedonia is provided.

The total electricity load in the Republic of Macedonia on monthly basis for the years 2008–2014 is presented in Fig. 2. It can be noticed that the highest consumption is during the heating season, which means that high share of the electricity consumption is used for heating. Also, the total electricity consumptions per year for the period from 2008 to 2014 are presented in Fig. 3, where the highest consumption is in 2011, followed by 2008. It is noticeable, however, that there is no pattern that is repeated on a yearly basis. In Fig. 3 the total electricity consumption is presented as a summation of the load of the consumers that are directly connected to the transmission network, and the load of the consumers connected to the distribution network. The share of the directly connected consumers to the transmission network ranges from 13% to 23% of the total electricity consumption.

In Fig. 4 the average hourly consumption of the consumers that are connected to the distribution network during work days is presented for 2011 and 2014. Throughout 2011 there are three peaks of the daily consumption. The first one starts at about 1 p.m., the second is around 5 p.m. and the last one starts at around 10 p.m. The first peak of consumption appears because in that period (more precisely, until August 2012) in Macedonia a cheap tariff period was in place from 1 p.m. to 4 p.m. on workdays. The second peak is due to consumption of the population when they come back from work, and the last peak is due to the second cheap tariff period which starts at 10 p.m. and ends at 7 a.m. (this cheap tariff period still
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exists). However, in 2014 there are mainly two peaks during the day — the first one starting from 5 p.m. and the second one starting from 10 p.m. In fact, the first peak that was present in 2011 vanished as a result of the abolition of the daily cheap tariff period from 1 p.m. to 4 p.m. Both in 2011 and 2014 the consumption is minimal during the morning period from 3 a.m. to 6 a.m., and then rapidly increases until 10 a.m.

In Fig. 5 the average hourly consumption of the consumers that are directly connected to the transmission network (big industrial companies) during work days is presented for 2011 and 2014. It can be noticed that there are no strict regular patterns of the consumption as it was a case for the distribution network consumers. However, it can be concluded that most of these big industrial companies work more during the second and the third shift, so the consumption during the traditional working hours is lower. In 2014 a few big industrial companies worked using restricted working hours: second and third shift only (due to the introduction of a new policy for air pollution filters) and they stopped working during November and December 2014.

The average hourly consumption of all consumers in RM during the working days in 2011 and 2014 is presented in Fig. 6. It can be concluded that the total electricity consumption follows similar patterns as the distribution network consumers. This is due to the fact that the share of the distribution network consumption is about 77% of the total electricity consumption both in 2011 and 2014.

In Fig. 7 the average daily consumption for different days of the week is presented for the years from 2008 to 2014. As it is shown, the consumption is generally lowest on Saturdays, because it is nonworking day and also the big industrial companies do not work, but the highest consumption is on Sundays. Although it is also a nonworking day, on Sunday the cheap tariff applies during the whole day. The consumption on Sundays especially stands out in comparison to the other days in the weeks during and after 2012, or after the abolition of the daily cheap tariff in the working days.

### 3.3. Selection of the input variables of the neural network for the case of Macedonia

As mentioned in Section 2.3, there are two approaches for the selection of input variables. In this paper, both approaches are tested.

When selecting the input variables in the second approach, as there is no general rule that can be followed, the statistical analyses of the historical data is of great importance. In our case, this is the historical analyses of the electricity consumption, as it is shown in
As it was presented, the electricity consumption shows strong patterns that are repeated on a daily basis. This leads to the conclusion that one of the most important input variables should be the hour of the day. Additionally, the consumption in a certain hour of the day is mostly similar to the consumption of the same hour, but the previous day. Also, the average load of the previous day is a significant feature, because it is close to the average load of the forecasted day. As day ahead forecasting is done in this paper, only the electricity consumption for the previous day (or earlier) can be considered, which means that input variables such as the electricity consumption from one or two hours ago cannot be included.

The load is also changing on a weekly basis. As previously stated the lowest consumption is on Saturdays, and the highest is on Sundays, and in the rest of the days the consumption is somewhere in the middle. So, a very important indicator is the day of week variable. Also, the same hour-day combination of the previous week is very significant. During the nonworking days, when there is no cheap tariff (which includes the Saturdays and the holidays that are not on Sundays) the consumption is lower than usual, so the information whether it is nonworking day (weekend or holiday) should be also considered as input variable. Naturally, according to the previous analyses of the data, the cheap tariff indicator is one of the most important input variables that has great impact on population behaviour, and consequently on the electricity consumption patterns.

The last input variable should be the temperature information. In Fig. 8 the average monthly temperatures in Macedonia for the period from 2008 to 2014 are shown. The correlation between the temperature and the electricity consumption in Macedonia (Fig. 2) for the period from 2008 to 2014 is presented in Fig. 9. The correlation is calculated using the Pearson's coefficient. A positive correlation (the correlation coefficient is greater than 0) means that the values of the variables increase or decrease together. Negative correlation means that as one variable is increasing, the other is decreasing and zero correlation means that the variables are not correlated. As it can be noticed there is a high correlation between the electricity consumption and the temperature, nearly $-0.5$, and the correlation is negative. This is due to the fact that during the winter period, when the temperatures are the lowest, the electricity consumption is at a highest level, and vice versa.

The relative humidity was also examined, but for the analyzed region it did not show any significant correlation with the
consumption of electricity, neither it improved the results of forecasting using the deep belief network.

Based on the previously stated analyses and the literature review [25,31,32], in Fig. 10 the final structure of the neural network (which is also used for the deep belief network) is shown. The correlation between each of these variables and the electricity consumption is calculated (using Pearson's and Spearman's correlation coefficients methods), and the absolute values of each of these correlation coefficients is greater than zero, which means that they are correlated (Detailed analyses of the correlation between these variables is presented in Ref. [54]). Additionally, each of these values is tested separately directly on the neural network, in order to verify that there is a positive effect by including it, and that it improves the results.

4. Results and discussion

The methods of neural and deep belief networks are implemented in MATLAB, and in order to reduce the execution time, the built-in functions for GPU utilization are used. We have tested the two approaches for the selection of the input variables (as described in Section 2.3 and Section 3.3). Fig. 11 shows the mean absolute percent error for each of the three data sets analyzed. The results present the advantages of using the selected input variables instead of just using the historical data in the time series forecasting. Therefore, for the following analyzes the input variables presented in Fig. 10 are used.

By following the practical guidelines for training restricted Boltzmann machines provided in Ref. [50] the parameters of the deep belief network are obtained for each of the three data sets analyzed. As it is presented in Table 1, the best results are achieved when using four, four and three total number of layers (including input and output layers), for the distribution network consumers, transmission networks consumers and the total consumption, respectively. This means that there are a total of three, three and two restricted Boltzmann machines trained for each training set, respectively. Additionally, the optimal values for the number of epochs, the size of mini-batch, the learning rate and the momentum are also shown in Table 1.

Upon the calculation of the optimal parameters for deep belief networks, the same is performed for the traditional neural network, but only for two parameters. The first one is the number of layers of the network. The results show that the optimal number of layers is the same as in the deep belief networks: four for the distribution network consumers, four for the transmission network consumers and three for the total consumption forecasting.

The second parameter is the number of neurons in the hidden layer, which is determined for both the deep belief network and the traditional neural network. Fig. 12, Fig. 13 and Fig. 14 illustrate the mean average percent error for each of the three data set analyzed, depending on the number of neurons in the hidden layers for the deep belief network and traditional neural network. It can be concluded that in each of the three cases the minimum MAPE of the DBN is less than the minimum MAPE of the traditional NN. Moreover, it is interesting that DBN takes advantage of using more neurons in the hidden layers in order to reach the minimum error, unlike the traditional NN. However, generally at the beginning when there are fewer neurons, the traditional NN have better performances than DBN, but only to a certain number of nodes, after which the advantages of DBN start to stand out.

According to Fig. 12 the optimal number of neurons for the DBN is 25 neurons in the hidden layer of the DBN, and for the traditional NN the optimal number of neurons in the hidden layer is 8, for the
For forecasting the distribution network consumers’ load, the minimum MAPE for the DBN is achieved with 17 neurons in each of the hidden layers, and for the traditional NN there are 9 neurons in each of the hidden layers (Fig. 13).

The transmission network consumers’ load is best forecasted by using 4 neurons in each of the hidden layers in a DBN, and 2 neurons in each of the layers in the traditional NN (Fig. 14).

All further results presented in this paper are obtained by using these optimal values for the parameters of the DBN and the traditional NN.

In addition to the comparison of the DBN forecasted data with the traditional NN forecasting and the actual data, the results are also compared to the forecasted data provided by the Macedonian system operator (MEPSO). In Fig. 16 the absolute percent error of the total electricity consumption is presented for MEPSO data, the forecasted data by the traditional NN model and the DBN model. Actually, the concrete numbers for the mean absolute percent error for each of the three cases are illustrated in Fig. 17a.

It is very important to note here that for the transmission network total electricity consumption forecasting.

For forecasting the distribution network consumers’ load, the minimum MAPE for the DBN is achieved with 17 neurons in each of the hidden layers, and for the traditional NN there are 9 neurons in each of the hidden layers (Fig. 13).

The transmission network consumers’ load is best forecasted by using 4 neurons in each of the hidden layers in a DBN, and 2 neurons in each of the layers in the traditional NN (Fig. 14).

All further results presented in this paper are obtained by using these optimal values for the parameters of the DBN and the traditional NN.

Fig. 15 presents the difference between the 24 h ahead electricity consumption forecasted by DBN and the real electricity consumption in the Republic of Macedonia at hourly level for the testing period, i.e. 2013 and 2014. Furthermore, zoomed representation is shown for randomly selected 150 h, in order to emphasize the small deviations of the forecasted from the actual consumption.

In addition to the comparison of the DBN forecasted data with the traditional NN forecasting and the actual data, the results are also compared to the forecasted data provided by the Macedonian system operator (MEPSO). In Fig. 16 the absolute percent error of the total electricity consumption is presented for MEPSO data, the forecasted data by the traditional NN model and the DBN model. Actually, the concrete numbers for the mean absolute percent error for each of the three cases are illustrated in Fig. 17a. It is very important to note here that for the transmission network...
consumers' load, MEPSO does not use any software tool in order to forecast it, but it calculates it according to the work plans for the following day submitted by the consumers (the big industrial companies) themselves. As shown in Fig. 17b, the plans of large industrial companies for 2013 and 2014 are fairly more accurate than the predictions obtained by DBN and NN. However, there is an improvement of the MAPE when using the DBN and NN total consumption forecast for up to 2.3% in relation to the MEPSO predictions, though they use more accurate data (i.e. plans) for determining the load of transmission network consumers (Fig. 17a). In order to make a realistic comparison, in the DBN and NN models for forecasting of the total electricity consumption, the data for the plans of the transmission network consumers' load from MEPSO is used instead of the forecasting. This comparison is shown in Fig. 17c, where now clearly the improvement of the forecasting by using our NN model is highlighted when compared to MEPSO predictions, as well as the big advantage of using the DBN model which improves the MAPE for 8% compared to the MEPSO data.

The advantages of using DBN model for electricity forecasting are mostly emphasized when using the data for the consumers that are connected to the distribution network (mainly represented by the household sector). In Fig. 18 the DBN forecasting is compared to the real data of the distribution network consumers in the Republic of Macedonia for 2013 and 2014, as well as a large scale representation of randomly selected 150 h. According to the data presented in Fig. 19, it is shown that there is an improvement of the mean absolute percent error by 8.6% when using DBN model compared to MEPSO forecasting data.

In addition of the hourly forecasting of the following 24-h electricity consumption, also the peak consumption of the following day is forecasted, using the same model (Figs. 1 and 10). Fig. 20 illustrates the improvement of the daily peak forecasting when using DBN compared to the traditional NN model and MEPSO data, for each of the three subsets of data. (Again, for NN and DBN models the data for forecasting of the transmission network consumers’ load is used and not the plans). The greatest improvement is achieved for the distribution network consumers, or the DBN daily peak MAPE is improved for 21% when compared to the MEPSO data. However, there is also great improvement of the daily peak MAPE for the other two data sets, and in both cases the DBN forecasted daily peak MAPE is 10% better than the MEPSO daily peak MAPE.

Fig. 21 shows the average hourly absolute percent error depending on the hour of the day, when using the DBN model, for each of the three data sets. It is interesting to note that the highest error is in the afternoon period from 1 to 6 p.m. for the distribution network consumers and the total consumption, which is mainly due to the unpredictable peoples’ behaviour when they come back from work and the abolition of the daily cheap tariff from 1 to 4 p.m. On the other hand, for the transmission network consumers this error is fairly even distributed during the whole day because most of the big industrial companies also work in second and third shift. The error is highest for the first work shift, because during the testing period, as stated in Section 2.2 few big industrial companies worked using restricted working hours: second and third shift only, which was not a case during the training period of the DBN model.

The average absolute percent error depending on day of week when forecasting each of the three data sets analyzed by using DBN model is presented in Fig. 22. For the distribution network consumers and so for the total consumption, the most unpredictable day is Monday as a first work day of the week. The smallest error is on Saturdays and Sundays, because most of them do not work during these two days.
a) Total consumption forecasting  

b) Transmission net. consumers  

c) Total consumption (forecast of distribution net. consumers+plans for transmission net. consumers)

Note: The plans for the transmission network consumption provided by MEPSO is not forecasted by using a software tool, but is calculated according to the following day work plans submitted by the big industrial companies themselves.

Fig. 17. MAPE of the forecasting by using DBN, NN and MEPSO plans.

Fig. 18. Actual and forecasted by DBN electricity consumption of the consumers connected to the distribution network in RM for the testing period (2013 and 2014).

Fig. 19. MAPE of the forecasting of the distribution net. consumption by using DBN, NN and of the forecasts provided by MEPSO.

Fig. 20. Daily peak forecast mean average percent error of the three data sets analyzed, by using DBN, NN and data provided from MEPSO.
5. Conclusion

In this paper a model of deep belief network composed of multiple restricted Boltzmann machines was incorporated into a feed-forward multi-layer perceptron neural network model in order to make short-term electricity load forecasting. The model is tested on the Macedonian hourly electricity consumption data for a period of 7 years (2008–2014). The results of the deep belief network model are compared to the results of using only feed-forward multi-layer perceptron neural network model. Furthermore, a comparison is made with the data provided by the Macedonian system operator (MEPSO) for electricity consumption predictions.

The following conclusions are drawn:

- The results present the importance of using the selected input variables instead of just using the historical data in the time series forecasting problems.
- In each of the three data sets analyzed in this paper the minimum mean average percent error of the DBN model forecasting is less than the minimum MAPE of the traditional NN model. Additionally, DBN takes advantage of using more neurons in order to reach the minimum error, unlike the traditional NN. When there are fewer neurons, the traditional NN have better performances than DBN, but only to a certain number of nodes, after which the advantages of DBN start to stand out.
- It is shown that there is an improvement of the mean absolute percent error by up to 8.6% when using DBN model for 24-h ahead electricity forecasting compared to MEPSO forecasting data.
- There is also great improvement of the following day peak consumption forecasting. Actually, the DBN daily peak MAPE is improved for up to 21% when compared to the MEPSO data.
- The obtained results show that the forecasting is much more accurate for the distribution network consumers’ load (mainly household sector) than the transmission network consumers’ load (represented mainly by the big industrial companies)
- Additionally, the results illustrate the most critical period of day and most critical day of week for forecasting electricity consumption when using DBN.
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Fig. 21. Average absolute percent error by hour of day (by using DBN).

Fig. 22. Average absolute percent error by day of week (by using DBN).


